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			Resumen. A partir del análisis de Claudia Goldin, sobre la incorporación de las mujeres al mercado de trabajo en Estados Unidos, es que este artículo estudiará el proceso histórico de inserción laboral de las mujeres en México. La comparación permite contrastar el enfoque de Goldin (1990, 2006 y 2021) –con fuertes componentes neoclásicos– con otras perspectivas que consideran las relaciones de poder, la interseccionalidad de clase, etnia y género, así como los factores estructurales e institucionales. Se muestra que las revoluciones silenciosas de las mujeres, que deciden prolongar sus estudios y construir carreras laborales, se entrelazan con revoluciones estruendosas que buscan mayor equidad en las relaciones de género, aunque si bien en algunos casos, como el de México, han quedado inconclusas.
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			Women’s insertion into the labor force in Mexico: silent, thunderous and unfinished revolutions

			Abstract. Based on Claudia Goldin’s analysis of the incorporation of women into the labor market in the United States, this article will study the historical process of women’s insertion into the labor market in Mexico. The comparison allows us to contrast Goldin’s approach (1990, 2006 and 2021) --with its strong neoclassical components-- with other perspectives that consider power relations, the intersectionality of class, ethnicity and gender, as well as structural and institutional factors. It shows that the silent revolutions of women who decide to continue their studies and build careers are intertwined with thunderous revolutions that seek greater gender equality, although in some cases, such as Mexico, they remain unfinished.
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			1. Introducción

			Claudia Goldin, ganadora del Premio Nobel de Economía 2023, utilizó la expresión revolución silenciosa (quiet revolution) para referirse a los cambios que experimentaron las mujeres en Estados Unidos en la década de los setenta del siglo xx: el rápido aumento de su participación en el trabajo remunerado, la proporción creciente de graduadas universitarias, los nuevos significados de sus carreras laborales y la postergación de la edad promedio del matrimonio y la maternidad (Goldin, 2004 y 2006).

			En este artículo la pregunta principal gira en torno a si en México se ha producido una revolución silenciosa similar y cuáles serían sus características distintivas. Asimismo, se investiga qué relación existe entre esas transformaciones sigilosas y otras mucho más vocales y sonoras; por ejemplo, los cambios legislativos y los movimientos feministas, revoluciones estruendosas que incidieron sobre los derechos de las mujeres, las dinámicas del mercado laboral y las relaciones de género en el trabajo. La inserción de las mujeres al trabajo remunerado en México tiene una cronología un poco diferente a la de Estados Unidos y se estancó en un nivel mucho más bajo debido a varias circunstancias, en especial, la mayor desigualdad en la división sexual del trabajo y las limitaciones de los sistemas de cuidados. Acaso en México, ¿se está ante una revolución inconclusa?

			El texto presenta en la siguiente sección el proceso de incorporación de las mujeres al trabajo remunerado en Estados Unidos. En la tercera se analiza ese mismo proceso para el caso de México, destacando las diferencias que se presentan entre los dos países. Mientras que en la cuarta sección parte se discute sobre la relación que existe entre los incrementos graduales en la escolaridad y la inserción laboral de las mujeres (revoluciones silenciosas) y los movimientos sociales que producen rupturas y transformaciones en la legislación, los estereotipos de género y las relaciones de poder entre hombres y mujeres en los hogares, en los mercados labores y en los centros de trabajo (revoluciones estruendosas). Esta discusión permite recuperar las críticas hechas a Goldin por restringir sus análisis a un sector muy específico, el de las mujeres blancas estadounidenses de clase media (Costa, 2000; Small, 2022; Abraham y Kesar, 2023) y, en general, al enfoque del capital humano y los análisis neoclásicos del mercado de trabajo (Becker, 1964; Neffa, 2007; Goldin, 2021). Se propone entonces recurrir a otras perspectivas que toman en consideración los contextos institucionales y las relaciones de poder que inciden sobre los mercados laborales (Marx, 1973; North, 2014). Se busca además, dejar de ver las decisiones de las mujeres como meras respuestas individuales a la oferta y la demanda, para ubicarlas en su contexto histórico y social, incrustadas en relaciones de poder en las que existe una intersección entre género, etnia y clase social (Crenshaw, 1991; Collins, 2000). Ya en las conclusiones se plantean algunos retos de política pública frente al carácter inconcluso de la incorporación de las mujeres al trabajo remunerado en México.

 
			2. La revolución silenciosa analizada por Claudia Goldin

			Para describir los cambios en la participación laboral de las mujeres durante el siglo xx en Estados Unidos, Claudia Goldin toma como idea central la revolución silenciosa (2006), un cambio en la trayectoria laboral de las mujeres que no se dio de manera intempestiva ni estridente, sino que fue el resultado de pequeños cambios paulatinos a lo largo de varios decenios. Estas transformaciones ocurrieron durante cuatro fases distintas, tres de ellas evolutivas y una revolucionaria. Costa (2000), al abordar esta perspectiva histórica, señala que la mujer obrera de las fábricas preparó el terreno para la oficinista soltera, quien a su vez lo facilitó para la incorporación de mujeres casadas en la población económicamente activa (pea) y este cambio dio pie a que las mujeres consideraran construir una carrera profesional con amplia preparación y auténticas posibilidades de escalar en lo laboral.

			Durante la primera etapa –a finales del siglo xix e inicios del xx–, las mujeres que participaban en el mercado de trabajo eran en su mayoría jóvenes y solteras. En las fábricas las contrataban por destajo y, en el sector de servicios, como trabajadoras del hogar y lavanderas. Gran parte de las empleadas durante esta época tenían apenas educación básica y provenían de hogares de bajos recursos. Existía, además, un amplio estigma social contra las mujeres casadas que laboraban, en parte debido a las características del trabajo de fábrica, que era sucio, peligroso, repetitivo y contemplaba largas jornadas. En contraste, las mujeres profesionistas se desempeñaban como maestras y empleadas de oficina, trabajos que se consideraban nice, es decir, más agradables, prolijos, limpios, con jornadas más cortas y, en general, infundían mayor respeto (Goldin, 1994). Desde finales del siglo xix el número de mujeres casadas dentro del mercado laboral comenzó a incrementarse. Mientras que en 1890 sólo el 8% de las mujeres empleadas estaban casadas, este porcentaje aumentó a 25% en 1930 (Goldin, 2006).

			El paso a la segunda etapa fue posible por el incremento en la demanda de trabajos administrativos y de oficina, acompañado por el cambio tecnológico que se dio a inicios del siglo xx y el incremento en el número de personas que se graduaban de la educación secundaria. Estos factores, explica Goldin  (2006), influían en las decisiones de algunas mujeres jóvenes que, antes del matrimonio, optaban por los trabajos agradables antes descritos que, no obstante, no les brindaban la opción de crear una carrera profesional en ascenso, a diferencia de lo que ocurría con los hombres (Goldin, 2006; Costa, 2000).

			Durante la tercera etapa, de 1950 hasta 1970, la participación laboral de mujeres casadas siguió en aumento. Entre mujeres de 35 a 44 años pasó de 25 a 46%. Este cambio estuvo acompañado de la creación de una jornada de trabajo a tiempo parcial. Mientras que en 1940 el porcentaje de mujeres que trabajaba menos de 35 horas a la semana era de 18%, hacia 1960 subió a 28%. Asimismo, en el ámbito social, cada vez era más aceptado que mujeres casadas formaran parte de la fuerza de trabajo y las restricciones en relación con el matrimonio fueron eliminadas casi por completo.

			A pesar de estos cambios, las inversiones que hacían las mujeres para sus vidas seguían ocurriendo fuera del ámbito laboral, que aún no era considerado como lugar para crear una carrera profesional femenina. Muchas de ellas habían tenido diversos trabajos de manera intermitente y la educación no formal que seguían recibiendo era por si algún día –como si se tratara de una remota posibilidad– debían mantenerse por sí solas. 

			La revolución silenciosa, en fin, arrancó hacia finales de los años setenta. Goldin (2006) apunta a una serie de indicadores –como la edad de matrimonio, las cifras de graduación en las universidades, las elecciones de ocupación, así como las expectativas que las mujeres tenían en relación con su trabajo a futuro y su carrera, entre otros– que reflejan los tres cambios que marcan ese sentido revolucionario: horizontes, identidades modificadas y toma de decisiones. En relación con estos horizontes expandidos, la autora señala que las mujeres de esta generación comenzaron a optar por una educación universitaria que les brindaba herramientas para posicionarse en puestos más avanzados durante su trayectoria laboral. Al tener expectativas diferentes a las de sus madres pudieron prepararse mejor e invirtieron en su educación formal para comenzar a construir una carrera y no pensar sólo en un empleo. Este cambio se vislumbra en tres aspectos: el aumento de la presencia de mujeres en matrículas universitarias; la edad promedio de matrimonio, que pasó de 22 a 25 años; y los cursos de especialización por los que optaban, puesto que se redujo la concentración casi total en ocupaciones típicamente feminizadas, como aquellas relacionadas con la educación, la literatura y el hogar.

			Respecto a las identidades modificadas, Goldin (2006) señala que esta época marcó un quiebre cultural cuando las mujeres asumieron su propio apellido –no más el de sus esposos–; también se dieron cambios en la apreciación que tenían de su entorno laboral, mismo que les proporcionaba satisfacción y en el que buscaban el reconocimiento de otros, en particular el de sus compañeros de trabajo. 

			La combinación de los nuevos horizontes y las identidades modificadas dio como resultado cambios en el tercer aspecto, relacionado con los ingresos y las ocupaciones. Por un lado, las mujeres se adentraron en el mundo de las leyes, la física, la salud, la academia y ocuparon posiciones de gerencia; por el otro, la brecha salarial se redujo, debido a cambios en el mercado laboral y al avance en las leyes contra la discriminación.

			Es así que, a medida que las mujeres aumentaban su nivel educativo y, por lo tanto, su inserción en el mercado laboral, se volvía más valiosa su participación que el trabajo que realizaban en casa, lo que propició una serie de cambios que fueron correlatos de esa revolución silenciosa: el aumento en las tasas de divorcio –ligado a la menor dependencia del salario de los esposos–, o la utilización de la píldora anticonceptiva –que otorgó margen de decisión a las mujeres–, bien estudiada por Goldin (Goldin y Katz, 2002).

			3. ¿Hubo en México una revolución silenciosa?

			En Estados Unidos el incremento de la participación de las mujeres en el trabajo remunerado fue continuo, con muy pocos retrocesos. Si en 1900 el 20% de las mujeres en edad laboral tenían un trabajo remunerado, esta proporción subió a 25% en 1930, a 42% en 1970 y a 60% al finalizar el siglo xx (Costa, 2000; Goldin, 1990). Pero ¿ocurrió algo similar en México?

			Como se puede observar en la figura 1, la proporción de mujeres en edad de trabajar que tenían una labor remunerada aumentó de 10.1% en 1900 a 46% en 2020. A primera vista parecería que se registraron en México una evolución y una revolución silenciosa similares a las que estudió Goldin (2006). Sin embargo, una mirada más atenta muestra importantes diferencias entre ambos países (véase figura 2).

			En primer lugar, el punto de partida fue mucho más bajo para México: mientras que en 1900 en Estados Unidos 20% de las mujeres se había incorporado al mercado laboral, en México lo había hecho sólo el 10.1%. En ese momento México era un país rural y agrícola en el que la industria y la economía de servicios se encontraban limitadas, mientras que en Estados Unidos ya se habían producido una Revolución Industrial y un proceso de urbanización importantes. En ese entonces, Estados Unidos contaba con una población urbana de 39.6% 1900, mientras que en México era de apenas 28.6%.

 
			

			Figura 1. Porcentaje de participación laboral de las mujeres en México (1900-2020)

			[image: ]

			Fuente: ENOE (2005-2020), INEGI (1994 y 2014) y Galván (2016).

 
			Figura 2. Porcentaje de participación laboral de las mujeres en México y Estados Unidos (1900-2020)

			[image: ]

			Fuente: México, INEGI (1994 y 2014), Censos de población; Estados Unidos, United States Census Bureau, “1900 Census Special Reports: Statistics of Women at Work”, www.census.gov/library/publications/1907/dec/women-at-work.html. Organization for Economic Co-operation and Development [OECD]: Data explorer, employment and unemployment by five-year age group and sex-indicators, https://bitly.cx/Jkk3 y Federal Reserve Economic Data, Labor force participation rate-women, https://fred.stlouisfed.org/series/LNS11300002.

			

 
			Tabla 1. Distribución de la población ocupada en México por sector de actividad y sexo (1900)

			
				
					
					
					
					
					
					
					
				
				
					
							
							Sector de 
actividad

						
							
							Hombres

						
							
							
							Mujeres

						
							
							Total

						
					

					
							
							Absolutos

						
							
							% del sector

						
							
							
							Absolutos

						
							
							% del sector

						
					

					
							
							Agricultura

						
							
							3 148 944

						
							
							99.1

						
							
							
							27 627

						
							
							0.9

						
							
							3 176 571

						
					

					
							
							Minería

						
							
							91 687

						
							
							99.5

						
							
							
							489

						
							
							0.5

						
							
							92 176

						
					

					
							
							Industrias

						
							
							492 167

						
							
							58.5

						
							
							
							349 701

						
							
							41.5

						
							
							841 868

						
					

					
							
							Transportes

						
							
							62 548

						
							
							98.7

						
							
							
							797

						
							
							1.3

						
							
							63 345

						
					

					
							
							Comercio

						
							
							186 117

						
							
							79.1

						
							
							
							49 221

						
							
							20.9

						
							
							235 338

						
					

					
							
							Administración pública

						
							
							63 304

						
							
							98.9

						
							
							
							700

						
							
							1.1

						
							
							64 004

						
					

					
							
							Profesiones liberales

						
							
							26 842

						
							
							69.2

						
							
							
							11 922

						
							
							30.8

						
							
							38 764

						
					

					
							
							No especificado

						
							
							56 014

						
							
							95.6

						
							
							
							2 584

						
							
							4.4

						
							
							58 598

						
					

					
							
							Total

						
							
							4 127 623

						
							
							90.3

						
							
							
							443 041

						
							
							9.7

						
							
							4 570 664

						
					

				
			

			Fuente: INEGI (1900).

			Al comenzar el siglo xx, la distribución de la población ocupada en México predominaba en la agricultura. Casi 70% de las personas que trabajaban lo hacían en ese sector, frente a un 18% en la industria y 5% en el comercio (véase tabla 1). Una economía de este tipo excluía a las mujeres: sólo 10.1% tenía un trabajo remunerado (443 041 de un total de 4 383 352 mujeres en edad de trabajar). En muchos sectores la fuerza de trabajo estaba integrada en forma casi exclusiva por hombres, quienes llegaban a 99.1% en la agricultura, 99.5% en la minería, 98.7% en los transportes y 98.9% en la administración pública.

			En contraparte, durante las primeras décadas del siglo xx en Estados Unidos se registró un crecimiento lento, pero continuo, en la inserción de las mujeres en el mercado laboral, mientras que en México disminuyó su participación en el trabajo remunerado entre 1910 y 1930 (Cordourier y Gómez, 2004). Zamudio-Sánchez et al. (2015) identifican tres sucesos clave que influyeron en la estructura social del país en aquellos años: la Revolución mexicana (1910-1921), un brote de influenza (1918-1919) y la Guerra Cristera (1926-1929). El impacto de estos eventos se vio reflejado en el bajo crecimiento poblacional, los altos índices de analfabetismo y la participación laboral de las mujeres, que hacia los últimos años del porfiriato alcanzó 13.5% (1910), y que disminuyó a 6.5% en 1921 y 4.3% en 1930. La crisis de 1929 también expulsó a muchas mujeres del mercado de trabajo. Así, el crecimiento continuo de la participación femenina en el trabajo remunerado, que en Estados Unidos había comenzado desde finales del siglo xix, en México dio inicio hasta finales de los años treinta: llegó a 7.4% en 1940 y a 13.1% en 1950, pero en ese año apenas alcanzó el nivel que tenía en 1910.

			Un aspecto central de la revolución silenciosa que describe Goldin (2004)apunta al avance educativo de las mujeres estadounidenses, que fue muy temprano en comparación con el de México. En el siglo xix, Estados Unidos tenía una alta tasa de alfabetización, incluso mayor a la que existía en Europa en esa época. Para 1920 en algunas regiones la tasa de alfabetismo superaba el 70%. En contraste, en México durante todo el siglo XX las mujeres tuvieron tasas de alfabetización menores a las de los hombres (véase tabla 2).

			Tabla 2. Porcentaje de alfabetismo en México por género, 1890-2020

			
				
					
					
					
					
				
				
					
							
							
							% de alfabetismo hombres 

						
							
							% de alfabetismo mujeres

						
							
							Brecha 
de género 

						
					

					
							
							1890

						
							
							21.4

						
							
							14.5

						
							
							6.9

						
					

					
							
							1900

						
							
							26.5

						
							
							18.2

						
							
							8.3

						
					

					
							
							1910

						
							
							31.8

						
							
							23.8

						
							
							8.0

						
					

					
							
							1921

						
							
							37.0

						
							
							30.9

						
							
							6.1

						
					

					
							
							1930

						
							
							43.3

						
							
							34.0

						
							
							9.3

						
					

					
							
							1940

						
							
							50.0

						
							
							42.2

						
							
							7.8

						
					

					
							
							1950

						
							
							60.4

						
							
							53.4

						
							
							7.0

						
					

					
							
							1960

						
							
							70.5

						
							
							62.7

						
							
							7.8

						
					

					
							
							1970

						
							
							78.2

						
							
							70.4

						
							
							7.8

						
					

					
							
							1980

						
							
							86.2

						
							
							79.9

						
							
							6.3

						
					

					
							
							1990

						
							
							90.4

						
							
							85.0

						
							
							5.4

						
					

					
							
							2000

						
							
							92.6

						
							
							88.7

						
							
							3.9

						
					

					
							
							2010

						
							
							94.4

						
							
							91.9

						
							
							2.5

						
					

					
							
							2020

						
							
							96.1

						
							
							94.5

						
							
							1.6

						
					

				
			

			Fuente: INEGI (1994, 2000, 2010 y 2020).

			

	
 		Entre 1895 y 1980 persistió una importante brecha de género en materia de alfabetización: el porcentaje de mujeres alfabetizadas fue entre 6.1 y 9.3% menor que el de los hombres, lo que limitaba seriamente sus posibilidades de inserción en empleos que requerían saber leer y escribir.

			Hacia mediados del siglo xx, en Estados Unidos una proporción significativa de mujeres ya tenía educación media superior o superior (Goldin, 1998), por lo que bien podían planear y desarrollar carreras laborales en mejores circunstancias. En cambio, durante la misma época, en México eran pocas las mujeres que habían accedido a esos niveles educativos (véase tabla 3). En 1940 sólo una pequeña parte de la población accedía a la educación media superior, y respecto al género lo hacían más los hombres que las mujeres. En 1950, en México había 106 272 personas de 25 años y más que habían completado y aprobado de 13 a 29 años de estudio, de ellas, 83 487 eran hombres (78.5%) y 22 785, mujeres (21.4%). Esa desventaja en el acceso a la educación media superior y superior constituyó una limitación importante en la incorporación de las mujeres a trabajos bien remunerados. 

			Tabla 3. Matrícula por nivel educativo en México; porcentajes por género, años seleccionados

			
				
					
					
					
					
					
					
					
					
					
				
				
					
							
							Nivel de 
estudios

						
							
							1950

						
							
							
							2014

						
							
							
							2023-2024

						
					

					
							
							Hombres

						
							
							Mujeres

						
							
							
							Hombres

						
							
							Mujeres

						
							
							
							Hombres

						
							
							Mujeres

						
					

					
							
							Primaria

						
							
							52

						
							
							48

						
							
							
							51

						
							
							49

						
							
							
							51

						
							
							49

						
					

					
							
							Secundaria

						
							
							56

						
							
							44

						
							
							
							50

						
							
							50

						
							
							
							50

						
							
							50

						
					

					
							
							Media superior

						
							
							58

						
							
							42

						
							
							
							50

						
							
							50

						
							
							
							46

						
							
							54

						
					

					
							
							Licenciatura

						
							
							60

						
							
							40

						
							
							
							52

						
							
							48

						
							
							
							46

						
							
							54

						
					

					
							
							Posgrado

						
							
							---

						
							
							---

						
							
							
							47

						
							
							53

						
							
							
							43

						
							
							57

						
					

				
			

			Fuente: Lechuga et al. (2017); ANUIES (2015) y Estadística educativa República mexicana, ciclo escolar 2023-2024, 
https://planeacion.sep.gob.mx/Doc/estadisticaeindicadores/EstIndEntFed2023/33REPMEX.pdf.

 
			Algunos estudios señalan que la mayor incorporación al trabajo de las mujeres en las últimas décadas del siglo xx estuvo relacionada con la caída de los salarios reales a partir de 1977 y con la recesión económica de 1982 a 1986. Muchas mujeres decidieron entrar a trabajar no tanto –o no sólo– por una transformación en sus horizontes de vida, sino en buena medida por la caída en los ingresos de los hogares (De Oliveira y García, 1990; García y de Oliveira, 1994). El hecho de que los ingresos de los hombres resultaran insuficientes impulsó a que muchas mujeres mexicanas entraran y permanecieran en el mercado de trabajo.

			Quizás un sector de ellas pertenecientes a la clase media y media alta siguieron en México trayectorias educativas y laborales similares a las de las clases medias estadounidenses; en otros sectores de menores ingresos pudo haber pesado más el deterioro de los ingresos en los hogares. En México la incorporación al mercado de trabajo de las mujeres de sectores populares fue al mismo tiempo un acto emancipatorio y una respuesta a presiones económicas derivadas de las crisis. Esto recuerda la situación de las mujeres no blancas (la mayoría de ellas negras) en Estados Unidos: su participación laboral era muy alta desde finales del siglo xix –de hecho, se mantuvo alrededor del 40% entre 1890 y 1960–, en contraste con la de las mujeres blancas que en 1890 era de 15% y no rebasó el 40% sino hasta 1970 (Costa, 2000). 

			Pero ¿en dónde se ubica actualmente la inserción laboral de las mujeres en México? Pese a los avances de las últimas décadas, la participación de las mujeres en el trabajo remunerado aún tiene fuertes limitaciones (véase tabla 4). 

			Tabla 4. Situación laboral de hombres y mujeres en México (diciembre de 2023)

			
				
					
					
					
					
					
					
				
				
					
							
							Indicador

						
							
							Hombres

						
							
							
							Mujeres

						
					

					
							
							Absolutos

						
							
							Relativos

						
							
							
							Absolutos

						
							
							Relativos

						
					

					
							
							A. Inserción laboral de mayores de 15 años

						
					

					
							
							Población de 15 años y más

						
							
							47 604 905

						
							
							100.00

						
							
							
							53 843 311

						
							
							100.00

						
					

					
							
							PEA

						
							
							35 815 748

						
							
							75.2

						
							
							
							24 918 104

						
							
							46.3

						
					

					
							
							Población No Económicamente Activa

						
							
							11 789 157

						
							
							24.8

						
							
							
							28 925 207

						
							
							53.7

						
					

					
							
							B. Ingresos

						
							
							
							
							
							
					

					
							
							No recibe ingresos

						
							
							1 438 413

						
							
							4.1

						
							
							
							1 261 784

						
							
							5.2

						
					

					
							
							Hasta un salario mínimo

						
							
							9 454 092

						
							
							27.1

						
							
							
							9 783 070

						
							
							40.3

						
					

					
							
							C. Duración de la jornada

						
							
							
							
							
							
					

					
							
							Menos de 35 horas

						
							
							5 831 336

						
							
							16.7

						
							
							
							7 703 912

						
							
							46.5

						
					

				
			

			Fuente: ENOE (2005-2025), población de 15 años y más de edad.

 
			En México, sólo 46.3% de las mujeres mayores de 15 años forma parte de la pea, frente a 75.2% de los hombres también de ese grupo de edad. Esta cifra está por demás lejos de la participación laboral de las mujeres en países desarrollados: en 2002 fue de 70% en la Unión Europea, 66% en los países de la Organización para la Cooperación y el Desarrollo Económicos (ocde), 75% en Australia, 75% en Japón y 77% en Canadá.1 Pero incluso es una cifra muy baja para América Latina y el Caribe, en donde el promedio regional fue de 57% y algunos países estuvieron muy por encima de esa proporción: Jamaica (74%), Perú (70%), Uruguay (70%), Paraguay (63%), Brasil (61%), Argentina (59%) y Chile (58%).2

			Además, de las mujeres que trabajan en México muchas reciben ingresos muy bajos y trabajan pocas horas. De ellas, 5.2% no recibe ingresos y 40.3% gana hasta un salario mínimo, lo que significa que casi la mitad de las mujeres trabajadoras (45.5%) no percibe un ingreso suficiente para subsistir. En cambio, sólo 31.2% de los hombres está en esa situación.3 Asimismo, 34.9% de las mujeres trabajan menos de 35 horas semanales, frente a 19.2% de los hombres. Todos estos datos indican la persistencia de una brecha de género en lo que se refiere a la calidad del empleo en México (Maisterrena, 2024).

			En conclusión, en comparación con lo ocurrido en Estados Unidos, la incorporación de las mujeres al trabajo remunerado en México comenzó en un nivel más bajo (en 1900 sólo 10.1% de las mujeres en edad de trabajar se había incorporado al mercado laboral, frente a 20% que lo había hecho en los Estados Unidos), fue más tardía, tuvo un retroceso importante entre 1910 y 1940, y ni siquiera ha llegado a la mitad de la población femenina mayor de 15 años. Todavía se encuentra 20 o 30 puntos porcentuales por debajo de la de los países con mayor participación laboral de las mujeres.4 Todo indica que se trata de una revolución inconclusa.

			Estudios previos destacan diversos factores que inhiben o estimulan la participación laboral de las mujeres en México, entre ellos el carácter predominantemente rural que mantuvo la economía mexicana durante la primera mitad del siglo xx (Aguayo y Lamelas, 2011; García y de Oliveira, 1994), las bajas tasas de escolaridad de las mujeres (García y de Oliveira, 1994), las altas tasas de nupcialidad y el alto número de hijos por mujer (García y de Oliveira, 1994; Rendón, 2003). Se han señalado como factores que han contribuido a incrementar el trabajo remunerado de las mujeres el aumento de la migración rural urbana desde mediados del siglo pasado y la concomitante expansión del sector terciario (Elu, 1977; Pagán y Sánchez, 2000), el aumento en los años de educación en la segunda mitad del siglo xx (García y de Oliveira, 1994; López-Acevedo et al., 2021) y la apertura de oportunidades laborales en las industrias maquiladoras de exportación (García, 2001; Dell, 2005). Otro factor importante ha sido la disminución significativa del número de hijos por mujer: en 1960 las mujeres de 40 años tenían 4.9 hijos en promedio, cifra que disminuyó a 2.3 en 2020 (Orraca et al., 2023). Además, hay un fenómeno cualitativo de la mayor importancia: la persistencia de roles tradicionales de género en las familias; el trabajo doméstico es una barrera de entrada que explica en parte la lenta incorporación de las mujeres al mercado laboral (Orraca et al., 2023).

			La persistencia de roles tradicionales de género sugiere que para que se incremente de manera significativa la participación laboral femenina no basta el aumento paulatino de la urbanización, la economía de servicios, la escolaridad y otros factores similares. Se hace necesario superar algunos obstáculos en las mentalidades y en las dinámicas de poder en las relaciones entre los géneros. Es por eso que, además de las revoluciones silenciosas que señala Goldin (2004), hay que considerar las revoluciones estruendosas que pueden modificar esos patrones.

  
			4. Revoluciones silenciosas y estruendosas: ¿qué relación existe entre ellas?

			¿Cómo explicar las diferencias en la inserción laboral de las mujeres en distintos países? ¿Por qué se frenan algunas revoluciones silenciosas? La economía convencional explica las diferencias y los estancamientos mediante el comportamiento de variables tradicionales: la evolución de la oferta y la demanda, los ciclos económicos, el grado de expansión del sector terciario, las inversiones en capital humano. Si bien esas variables son importantes, se propone una interpretación complementaria. Las revoluciones silenciosas del trabajo femenino presentan diferencias significativas si se toman en cuenta la clase social, la etnia y el país. Las teorías sobre el mercado de trabajo y el capital humano que emplea Goldin a lo largo de su obra deben ser complementadas con otros enfoques que tomen en cuenta estas variables; por ejemplo, las teorías de la interseccionalidad, que muestran el entrelazamiento entre diversos sistemas de diferenciación social, y en general la perspectiva de género, que pone en el centro las relaciones de poder tanto dentro de los grupos domésticos como en los centros de trabajo (Crenshaw, 1991; Collins, 2000; Federici, 2013). El comportamiento de los mercados de trabajo se encuentra condicionado por relaciones de poder, dinámicas institucionales y factores estructurales que pueden limitar o potenciar la participación de las mujeres en el trabajo remunerado (Marx, 1973; North, 2014). Por ejemplo, fuertes estigmas que prevalecen hacia el trabajo femenino, la distribución inequitativa del trabajo en los hogares y la debilidad de los sistemas nacionales de cuidados constriñen de manera considerable las trayectorias laborales de las mujeres. A la inversa, su participación laboral aumentará si se erosionan los prejuicios machistas, si se tiene mayor equidad en las relaciones de género en los hogares, si en los centros de trabajo se eliminan barreras que obstaculizan la contratación y promoción de las mujeres y si se fortalecen los sistemas nacionales de cuidados. Por ello son tan relevantes las revoluciones estruendosas, es decir, los movimientos sociales, los cambios legislativos y las transformaciones institucionales profundas que remueven los obstáculos que impiden que las mujeres se incorporen al trabajo extradoméstico. Esto no se logra sólo con acciones individuales de mujeres que deciden aumentar sus años de estudio, diferir el matrimonio y la crianza y seguir carreras laborales de largo aliento. Se requieren también acciones colectivas que transformen los contextos institucionales.

			Desde el siglo xix en Estados Unidos se registraron importantes movimientos en defensa de los derechos de la mujer, entre los que destacó la participación de mujeres afroamericanas en las luchas contra la abolición de la esclavitud a principios del siglo. Hacia 1848 surgió lo que después se conocería como movimiento sufragista, que además de reclamar el derecho al voto femenino demandaba el derecho a la educación y a la propiedad para las mujeres. Los tempranos avances educativos de las mujeres en Estados Unidos no se pueden entender sin dichas protestas sociales. La aprobación del voto femenino en 1919 fue un hito importante que derribó barreras no sólo en términos electorales, sino en general para la participación de las mujeres en la vida pública. Sin embargo, persistieron algunas limitaciones para la participación de las mujeres afroamericanas, en particular en algunos estados del sur. La revolución silenciosa de los años setenta en Estados Unidos estuvo precedida por la estruendosa irrupción del movimiento de derechos civiles y la segunda ola del movimiento feminista de los años sesenta. Fue crucial la aprobación de la Ley de Igualdad Salarial en 1963 y la Ley de Derechos Civiles de 1964, las que abrieron paso a más oportunidades laborales para las mujeres, así como algunas enmiendas constitucionales en relación con el aborto. En esa época también comenzaron modificaciones significativas en la correlación de fuerzas entre hombres y mujeres en los hogares. Se removieron obstáculos culturales, políticos y legales que dificultaban que las mujeres se incorporaran al trabajo remunerado y pudieran seguir una carrera laboral en mejores condiciones. Fue la confluencia de las revoluciones estruendosas y de las silenciosas lo que cambió profundamente el panorama de la inserción laboral de las mujeres en Estados Unidos en la segunda mitad del siglo xx.

			En el caso de México, a finales del siglo xix, cuando algunas mujeres podían acceder a la educación e ingresar al magisterio, surgieron también los primeros intentos para poner sobre la mesa la remuneración del trabajo doméstico y las primeras agitaciones políticas en sindicatos como los de las cigarreras, por ejemplo (Teitelbaum y Gutiérrez, 2009). Las mujeres desempeñaron un papel importante en la Revolución mexicana (1910-1917) y en muchos otros procesos de transformación social durante la primera mitad del siglo xx. En 1916 se realizó el Primer Congreso Feminista en Yucatán, en el que se demandó el derecho al voto y la igualdad salarial. Ahí se dieron las expresiones feministas en los años treinta en los sindicatos y en la comunidad artística; incluso durante la presidencia del general Lázaro Cárdenas (1934-1940) se aprobó en las cámaras de Diputados y Senadores una reforma al artículo 34 de la Constitución para garantizar los derechos de las mujeres al voto y a ocupar puestos de elección popular, aunque nunca se decretó esta reforma. Más que un fuerte movimiento por los derechos de las mujeres, parecía haber protestas puntuales, islas feministas en un mar patriarcal y machista. En muchos casos las demandas específicas de las mujeres quedaron subsumidas en procesos políticos generales. En ese contexto no es extraño que los prejuicios de género y los estigmas limitaran la incorporación de las mujeres al trabajo remunerado (Cordourier y Gómez, 2004).

			En 1953 se aprobó el voto femenino en México, el último país de América Latina en lograrlo. En ese momento no fue resultado de un fuerte movimiento de mujeres, sino la concreción de una promesa de campaña del entonces presidente Adolfo Ruiz Cortines, en un contexto en el que muchos países ya habían garantizado ese derecho. La inexistencia, hasta ese momento, de una verdadera revolución estruendosa de las mujeres en México ayuda a entender las limitaciones que había en términos de su incorporación al sistema educativo y al mercado de trabajo, incluso en comparación con otros países latinoamericanos.

			En los años sesenta y setenta sí hubo movimientos sociales y políticos de consideración e intensos en México, en particular el movimiento estudiantil de 1968, pero también el movimiento médico de 1966, la formación de grupos guerrilleros en diversas partes del país, luchas por la democracia sindical, y movimientos campesinos y urbano-populares. En ese mismo periodo también surgieron expresiones juveniles contraculturales, como en muchas otras partes del mundo. En todos esos movimientos la participación de las mujeres fue clave, pero en ocasiones no fue reconocida ni valorada. Para los  años setenta dio inicio lo que podría denominarse neofeminismo (Bartra, 2002), o bien la conocida segunda ola del feminismo en México (Lamas, 2006), que iba más allá de la lucha por derechos políticos y cuestionaba las relaciones de género en los espacios íntimos, con una fuerte crítica a la ideología y las prácticas machistas. Estas nuevas formas de feminismo tuvieron una importancia crucial, pero en muchos casos estuvieron circunscritas a sectores de clase media, pese a que en los movimientos de la época se contó con una enorme participación popular (Ortiz San Juan, 2019).

			La Organización de las Naciones Unidas (onu) declaró 1975 como el Año Internacional de la Mujer y se realizó en México la Primera Conferencia Mundial de la Mujer. Así, el tema de las relaciones de género estaba más presente en la agenda pública del país. Esta revolución estruendosa abrió nuevas oportunidades para las mujeres en la educación, en la economía y en la política, pero el hecho de que los debates feministas no convocaran a la mayoría de la población hizo que fuera reducido el sector de mujeres que en ese momento optó por construir carreras laborales de largo plazo. Como ya se señaló, fue ante la fuerte crisis económica de la primera mitad de los años ochenta que un mayor porcentaje de mujeres se incorporó al trabajo remunerado, en un contexto en el que los ingresos de los hombres no eran suficientes para cubrir los gastos de los hogares.

			La revolución silenciosa de los años setenta y ochenta fue más profunda y permeó a un sector más amplio de la población femenina en Estados Unidos que en México. Sin embargo, esa transformación tuvo límites similares en ambos países: al principio benefició a mujeres de clase media y media alta e integró muy poco a las mujeres de las clases trabajadoras, en especial las que pertenecían a grupos étnicos subalternos (sobre todo negras, pero también latinas y asiáticas en Estados Unidos, e indígenas y mestizas en México). La interseccionalidad de las desigualdades de clase, género y etnia provocó que la inserción laboral de muchas mujeres pertenecientes a sectores en desventaja fuera muy precaria, con salarios bajos, poca estabilidad en el empleo y condiciones de trabajo adversas. Buena parte de ellas tuvo empleos y no carreras (jobs and not careers, en la terminología de Goldin), es decir, la participación laboral de las mujeres aún no daba el vuelco hacia considerar el trabajo un rasgo identitario fundamental en sus vidas.

			Merece atención especial el estancamiento que tiene la participación laboral de las mujeres en ambos países en este siglo. En Estados Unidos se ha quedado en torno al 60% en el primer cuarto del siglo xxi. En México, aunque aumentó a 30% en 2000 y a 46.3% en 2023, no rebasa la barrera del 50%. ¿Qué representa esto? Por un lado, hay que tomar en cuenta los efectos de las crisis económicas, que afectan de manera particular a las mujeres. Diversas autoras señalan, además, otro factor significativo: la inequidad en la distribución de los trabajos domésticos y de cuidados, que impide que más mujeres trabajen, laboren más horas o permanezcan más tiempo en sus empleos. En el caso de México esta asimetría es tremenda, pues las mujeres dedican más del doble de tiempo que los hombres a trabajos domésticos y de cuidados. En 2022 los hombres dedicaban en promedio 17.9 horas semanales a estas actividades (6.5 a trabajo de cuidados y 11.4 a quehaceres del hogar), mientras que las mujeres les dedicaron 40.4 horas a la semana (20 a trabajo de cuidados y 20.4 a quehaceres domésticos).5

			En Estados Unidos la distribución también es bastante asimétrica: en 2018 los hombres destinaron 25.2 horas a la semana a trabajos domésticos y de cuidados, mientras que las mujeres trabajaron en estas actividades 39.9 horas a la semana, casi 60% más tiempo que los hombres (Hess et al., 2020). La disparidad fue mucho mayor en el caso de los hogares latinos, asiáticos y afroamericanos que en los blancos (Hess et al., 2020). Las mujeres reportan de 5 a 8 veces más que los hombres que su empleo se ha visto afectado por sus responsabilidades de cuidados (Almeida y Salas-Betsch, 2023).

			La revolución silenciosa de las mujeres, entendida como pequeñas acciones moleculares y decisiones individuales para destinar más años a la educación, disminuir el número de hijos, aumentar la participación laboral y construir carreras laborales de largo alcance, ha proseguido en las últimas décadas tanto en Estados Unidos como en México. Sin embargo, para eliminar los obstáculos a la inserción digna de las mujeres de todas las clases sociales en el trabajo remunerado hace falta algo más, probablemente nuevas acciones colectivas y revoluciones estruendosas que provoquen cambios estructurales y procesos institucionales que erosionen tanto la interseccionalidad de las desigualdades de clase, etnia y género como la inequidad en la distribución por género del trabajo doméstico y de cuidados.

			

			Las luchas y movilizaciones feministas pueden incidir en las conductas laborales de las mujeres de diferentes formas, entre las que destacan dos. Por un lado, los movimientos sociales modifican los imaginarios sociales (Cancino, 2011; Castoriadis, 1997). En este caso, pueden contribuir a la remoción de los obstáculos simbólicos al trabajo de la mujer. Por otra parte, las protestas sociales pueden desencadenar cambios institucionales que faciliten la incorporación al trabajo remunerado. ¿Qué ocurrió al respecto en México? En primer lugar, durante las primeras siete décadas del siglo xx las mujeres participaron de manera activa en diversas luchas sociales, pero las demandas específicamente femeninas no estaban en el centro de las movilizaciones, por lo que perduraron más estereotipos y barreras culturales que bloquean los horizontes laborales de las mujeres. No fue sino hasta los años setenta que alcanzaron más fuerza movimientos específicamente feministas, aunque al principio tuvieron poca influencia en amplios sectores populares: en el seno de las familias persistieron resistencias a que las mujeres estudiaran y proyectaran carreras laborales a largo plazo. Hasta muy avanzado el siglo xx se incrementó de manera significativa la incorporación de las mujeres a la educación media y superior; antes de ello la mayoría no tenía muchas posibilidades de acceder a trabajos no precarios que les permitieran una trayectoria laboral exitosa. A esto hay que añadir –y probablemente ésta sea la limitación principal– que el impacto de las revoluciones estruendosas en el entramado institucional mexicano ha sido más lento y menos profundo. Si bien se removieron obstáculos legales al trabajo femenino, aún son muy débiles los sistemas públicos de cuidados, lo que ha dificultado que muchas mujeres se incorporen durante periodos prolongados a trabajos remunerados de tiempo completo. Ha existido una brecha entre la intensidad de las protestas feministas y la limitada respuesta institucional en términos de creación de una red de cuidados que incluya servicios de educación, salud y atención para infancias, personas mayores, personas enfermas y personas con discapacidad. Esto ha contribuido a que en México se encuentre inconcluso el proceso de incorporación de la mayoría de las mujeres al trabajo remunerado.

			Un elemento crucial de esa brecha entre movimientos e instituciones es que durante mucho tiempo las políticas gubernamentales no se propusieron modificar las relaciones tradicionales de género. Tepichin (2012) registra que antes de la década de los setenta las acciones en materia de política pública en México estaban orientadas a considerar a las mujeres sólo en su dimensión reproductora y familiar. De este modo, algunos programas sociales de la época se enfocaron en apoyar las actividades de las mujeres como madres y amas de casa mediante la creación de jardines escolares, desayunadores infantiles, cursos de corte y confección, cocina, así como puericultura y economía doméstica, entre otros. Con estas acciones, se normalizó el lugar de las mujeres como madres y esposas, lo que reproducía la jerarquía de género tradicional:

			Dirigir la acción pública a la incorporación de las mujeres al mercado laboral no es suficiente para transformar la jerarquía de género, la cual opera con una división sexual del trabajo donde existe una lógica de subordinación, en la que las características atribuidas a los sexos determinan los sectores y las labores apropiadas para hombres y mujeres. Así, las mujeres trasladan su situación de sujetos subordinados en el hogar y en la sociedad al mercado laboral (Tepichin, 2012, p. 34).

			El minucioso trabajo de revisión histórica realizado por Goldin a lo largo de su obra para dar cuenta de la incorporación de las mujeres al trabajo remunerado en Estados Unidos ha estimulado numerosas investigaciones más sobre el tema en diferentes latitudes. Sin embargo, su visión esencialmente neoclásica del mercado de trabajo, con énfasis en el concepto de capital humano y en las decisiones individuales de los actores y las actrices, puede ser limitada. Como lo muestra el análisis del caso mexicano, se requieren también otras perspectivas que tomen en cuenta factores estructurales e institucionales, así como las desigualdades de clase, género y etnia, las luchas de las mujeres y las relaciones de poder en el hogar y en los centros de trabajo. La confluencia de las revoluciones silenciosas y estruendosas es fundamental para que no queden inconclusas.

			5. Conclusiones

			Aunque existen algunas similitudes con la revolución silenciosa que describió Goldin (2004) para Estados Unidos, en México la incorporación de las mujeres al mercado laboral ha sido un proceso largo, lleno de escollos y, hasta la fecha, inconcluso. En él han influido algunos factores históricos: los procesos de industrialización y urbanización fueron más tardíos, las convulsiones provocadas por la Revolución mexicana frenaron el aumento del trabajo femenino y el avance educativo sustancial de las mujeres mexicanas se produjo hasta la segunda mitad del siglo xx. A lo anterior habrá que agregar el desencuentro entre las exigencias de los movimientos feministas y las políticas gubernamentales, cuyos programas reprodujeron los roles tradicionales de género casi hasta las décadas finales del siglo xx. Persisten muchas barreras políticas y simbólicas para la plena incorporación de las mujeres al mundo del trabajo, en particular las desventajas que representa la distribución desigual del trabajo doméstico y de cuidados.

			El hecho de que México sea uno de los países latinoamericanos con menor tasa de participación laboral femenina representa un enorme desafío para cumplir con los Objetivos de Desarrollo Sostenible 2030 (ods) de la onu, en particular reconocer y valorar los cuidados y el trabajo doméstico no remunerados mediante servicios públicos, infraestructuras y políticas de protección social, y asegurar la participación plena y efectiva de las mujeres y la igualdad de oportunidades de liderazgo a todos los niveles decisorios en la vida política, económica y pública.

			El gobierno de la presidenta Claudia Sheinbaum se comprometió a cumplir con estos objetivos y propuso la creación de un Sistema Nacional de Cuidados, lo cual es una tarea ineludible. Un factor que puede contribuir a su éxito es que las mujeres mexicanas han revertido importantes asimetrías en el acceso a la educación, pues en la actualidad se cuenta con una paridad de género en los niveles de educación básicos y una mayor proporción de mujeres que de hombres en los niveles de educación media superior, licenciatura y posgrado (véanse tablas 2 y 3). Sin embargo, para que se tenga un incremento sustancial en la incorporación de las mujeres mexicanas al trabajo remunerado es necesario avanzar de manera decidida en al menos tres dimensiones.

			En primer lugar, destinar recursos cuantiosos al Sistema Nacional de Cuidados, para que pase de ser una buena intención a una red eficiente de servicios que posibilite que las mujeres puedan dedicarse al trabajo remunerado en mejores condiciones. En segundo lugar, es fundamental que el país transite por un periodo de crecimiento en el que aumenten las oportunidades de empleos dignos y bien remunerados, tanto para mujeres como para hombres. Y por último, es necesario dejar atrás las políticas de género tímidas y convencionales que caracterizaron a los gobiernos previos, poniendo en el centro las demandas de las mujeres e impulsando transformaciones que contribuyan a generar una modificación en las relaciones de poder entre los géneros en las familias, en las empresas, en los mercados de trabajo y en las agencias gubernamentales. Será decisivo que los movimientos sociales de las mujeres logren retumbar con la suficiente fuerza para que los avances en estos tres ámbitos desemboquen en una revolución silenciosa comparable a la que en su momento describió Goldin.
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			Abstract. This paper examines the trade relationship between the Association of Southeast Asian Nations (ASEAN) countries and Brazil through the Marxist perspectives of dependency and deindustrialization. Since the 1990s, Brazil has undergone a deindustrialization process that has increased its reliance on exports of inputs and basic commodities, driven by the growth and boom of global commodity markets and the actions of central economies. In contrast, the Asian experience has focused on high value-added products and fostering industrialization. Based on the data presented, it is concluded that, as part of the broader process of capital reproduction in a dependent economy, there has been a deepening of Brazil’s trade dependency on ASEAN countries. Among other factors, this both reflects and exacerbates the deindustrialization process of the Brazilian economy.
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			Las relaciones comerciales entre Brasil y la ASEAN: un análisis desde la óptica de la dependencia y la desindustrialización

			Resumen. Este documento examina la relación comercial entre los países de la Asociación de Naciones del Sudeste Asiático (ASEAN) y Brasil a través de la perspectiva marxista de la dependencia y la desindustrialización. Desde la década de 1990, Brasil ha experimentado un proceso de desindustrialización, que ha aumentado su dependencia de las exportaciones de insumos y materias primas básicas, impulsado por el crecimiento y auge de los mercados mundiales de materias primas y las acciones de las economías centrales. Por el contrario, la experiencia asiática se ha centrado en productos de alto valor añadido y en el fomento de la industrialización. A partir de los datos presentados, se concluye que, como parte del proceso más amplio de reproducción del capital en una economía dependiente, se ha producido una profundización de la dependencia comercial de Brasil respecto a los países de la ASEAN. Entre otros factores, esto refleja y agrava el proceso de desindustrialización de la economía brasileña.

			Palabras clave: dependencia; Brasil; ASEAN; comercio internacional.

			Clasificación JEL: F1; F13; F40.

		

		
			
		

		

		
			1. Introduction

			In the context of the structural transformations that Brazilian economy has undergone over the last three or four decades, particularly deindustrialization and the consequent re-primarization of Brazil’s export profile, this article aims to analyze the trade relations between Brazil and the countries that are part of Association of Southeast Asian Nations (asean) (Singapore, Malaysia, Thailand, Brunei, Laos, Myanmar, Vietnam, Indonesia, the Philippines, and Cambodia).

			During the last major global economic expansion and the commodity boom of the first decade of the 2000s, Brazil experienced a period of strong growth, but also a re-primarization of its trade balance (Almeida Júnior, 2016; Almeida and Balanco, 2024a; Bredow et al., 2016; Justen et al., 2023; Lamoso, 2020; Medeiros, 2022; Mesquita et al., 2021; Salama, 2016; Santos, 2019). This re-primarization occurred in the context of the rise of Asian economies, particularly China and the New Asian Tigers, which acted as catalysts for both re-primarization and deindustrialization. The expansion of manufacturing activity in these countries significantly increased global demand for agricultural and mineral products, thereby driving the shift towards primary commodities.

			Brazil, taking advantage of this growth wave, strengthened its economic ties with the region and now seems to occupy a position of dependency on the recently industrialized Asian countries. On the one hand, the literature addressing the transformations in Brazil’s economy between the 1990s and 2000s points to a profound process of productive restructuring. This process reshaped how the national manufacturing connected and integrated with other domestic activities, as well as how it became part of the new international division of labor (Hiratuka and Negri, 2003; Hiratuka and Sarti, 2017; Laplane and Sarti, 1999; Marcato et al., 2019; Medeiros and Sarti, 2020; Nassif, 2007; Negri and Laplane, 2003; Sarti and Hiratuka, 2018; Sarti and Laplane, 2002). On the other hand, the literature on the effects of intensified trade relations with Asian economies is wide when China is the country under analysis (Almeida et al., 2022; Carcanholo and Saludjian, 2013; Cosenza, 2016; Cunha et al., 2017; Macedo Cintra and Costa Pinto, 2017; Medeiros, 2006; Salama, 2012).

			However, few studies are dedicated to analyzing the rise of trade relations between Brazil and asean. In general, the literature lacks a systematic and detailed analysis of the trade relations between Brazil and asean, focusing mostly on bilateral relations with selected Southeast Asian countries (Guimarães, 1999; Marinho et al., 2023; Veloso, 2017). The importance of research considering asean as an integrated actor within Brazil’s productive structure lies in its scope. The Brazilian Trade and Investment Promotion Agency (ApexBrasil) reports that “in 2023, asean, as a bloc, was the third-largest destination for Brazilian exports, ahead of mercosur, and the sixth-largest supplier to Brazil”.

			From a theoretical and conceptual Marxist perspective, this study draws on two main axes: dependency theory and the concept of deindustrialization as proposed by Almeida and Balanco (2024a and 2024b) and Almeida (2018). In this context, based on the phases of circulation within the industrial capital cycle, the analysis seeks to examine the characteristics of Brazil’s trade with asean countries. The central research question is: within the framework of Brazilian dependency and deindustrialization, how have trade relations between Brazil and asean evolved over the past 25 years? The hypothesis is that, in this relationship, asean countries have increasingly positioned themselves as exporters of manufactured goods, while Brazil has primarily acted as a supplier of low value-added products, especially commodities.

			This article is structured into six sections, in addition to this introduction. The second section presents general characteristics of dependency and deindustrialization theories. The third section discusses the literature concerning changes in Brazilian foreign trade. The fourth section provides an overview of the evolution of the political relations between Brazil and the asean economies. The fifth section presents a comparative analysis of trade between Brazil and asean during the period mentioned above. Finally, the concluding remarks of the study are presented.

 
			2. Central elements of the Marxist theory of dependency

			One of the fundamental premises of the Marxist theory of dependency is the recognition that capitalism develops under the law of uneven development. This means that national economies integrated into the (international) capitalist system exhibit different levels of development. It also assumes that such inequality is not a problem; on the contrary, it is a foundational element of the overall accumulation process (Carcanholo, 2008, 2013 and 2023; Duarte, 2021; Marini, 2017). The key reason is that the inequality between national economies plays a specific “function” in the process of capital valorization, shaping the international division of labor and, consequently, the global market (Leite and Carcanholo, 2021).

			At the core of the inequality between capitalist countries is the disparity in the productive force development available to the bourgeois class. Countries where capitalists control the most advanced means of production and labor power are those with the greatest capacity to generate wealth (value) and those with the greatest capacity to ensure progressive reproduction (both quantitatively and qualitatively) of this productive force (use values). Thus, the accumulation of capital in advanced economies occurs endogenously with determinants localized within their own territories.

			However, there is a group of countries in which capitalists retain lagging productive forces that are consequently insufficient to promote the production and reproduction of social capital. Therefore, for domestic accumulation to take place and the capitalist mode of production to function, the national bourgeoisie must resort to foreign capital to valorize its own capital. This results in a relationship of dependency between backward and advanced economies.

			Nonetheless, dependency is more than just this. According to Marini’s (2017) contribution, dependency should be understood as a condition in which backward economies, in their process of social reproduction and under a capitalist mode of production, also reproduce the conditions of their backwardness, subordination, and dependency. Essentially, this occurs through what Leite (2016) defined as imperialism: a systematic process of wealth transfer from one country to another. Since the Industrial Revolution, core countries have become imperialist through what Leite and Carcanholo (2021) referred to as the global market. They employed the instruments inherent in capitalist domination, with all forms of capital – whether money, commodity, or productive – carrying a “price” that reflect these dynamics.

			In summary, given the unequal level of development of productive forces, the economies of some countries depend on others to function. In a dependent relationship, national economies “match” under the appearance of interdependence. These parts complement each other, and the international system operates as totality. However, governed by the economic laws of the capitalist mode of production, capitalists in backward countries are compelled to relinquish part of their surplus value to those who provided them with initial capital (through unequal exchanges, profit remittances, interest and dividend payments, royalty payments, among other mechanisms). This reduces the size of the surplus that could be reinvested in improving domestic activities, preventing the capitalists of dependent countries from advancing the development of their internal productive forces. It is within this general logic that, when capital is reproduced, the material conditions of dependency are also reproduced, perpetuating the inequality and hierarchy of this system.

			Foreign trade and the capital cycle in a dependent economy

			

			Marini (2017), in his analysis of the capital cycle within a dependent economy, demonstrates that the phases of capital circulation (M – C and C’ – M’) are essential for understanding the degree of a nation’s commercial dependency. Naturally, what occurs in each phase of the capital cycle –including the production phase (P) –has an impact on the others and on the overall reproduction of the cycle. However, certain specific aspects will be highlighted here without addressing the entire conceptual framework, which can be found in Marini (2017), Ferreira et al. (2015), and Trindade et al. (2019). Given the objective of the present study, which is to characterize Brazil’s commercial dependency in relation to the asean countries, our analysis will focus exclusively on the circulation phases of the industrial capital cycle.

			In the purchase phase (M – C), two aspects of dependency can be analyzed, both reflecting the domestic productive capacity. The first relates to the origin of the products acquired. These goods represent the connection between the capital cycle of the economy in question and other cycles that stimulate it; thus, these transactions indicate the degree of commercial dependency of a country. If a significant portion of use values comes from domestic production, this reflects a consolidated domestic productive structure. However, depending on the product purchased in that act, an excess of use values acquired from the external market may reflect a fragile domestic productive structure. In this case, economies with an underdeveloped manufacturing sector tend to concentrate their imports on manufactured goods. The second aspect of dependency can be observed in the act of purchasing: the type and quality of goods acquired in the foreign market indicate the degree of technological dependency of a national economy. Countries with lagging productive forces tend to import goods with higher technological intensity because they are unable to manufacture these products internally.

			When analyzing the act of selling (C’ – M’), similar issues arise. First, the type and quality of the goods produced reflect the degrees of diversification and complexity of the productive structure. The degrees of diversification and complexity of goods are indicative of the technological limitations of a country’s economy: the less developed the productive forces, the more concentrated the production is in low-value-added goods. In this context, the destination of production becomes a relevant indicator for understanding dependency. Naturally, economies that direct a significant portion of their production to the foreign market are those most dependent on international trade to complete their capital valorization cycle. When combined with the type and quality of the products that dominate the export agenda, one gains the key elements to understand one of the main indicators of a country’s vulnerability: the degree of export concentration in low-value-added products.

			In this context, the analysis of foreign trade becomes relevant to understanding the degrees of commercial and technological dependency of a country, as well as. Analyzing these data in a disaggregated manner makes it possible to assess which economic activities and types of consumption are most vulnerable to foreign capital.

			This article focuses on analyzing how a dependent economy such as Brazil relies on international trade with asean countries to carry out its internal capital circulation process. In this context, the discussion on trade re-primarization as a result of Brazilian deindustrialization is framed.

			The re-primarization of the foreign trade as a result of deindustrialization

			According to Almeida et al. (2017), Almeida (2018), and Almeida and Balanco (2024a and 2024b), the process of capitalist industrialization arises not only from the establishment of industrial capital as a mechanized manufacturing activity but also as the central economic activity within the capitalist dynamic (Machinery and Modern Industry). Thus, according to these authors, given the type of use value it produces, the manufacturing should be the most important sector in the accumulation process within a capitalist socio-economic formation. This sector radiates a set of elements that transcend sectoral relations and elevate the overall productivity of the economy, ensuring its expanded reproduction with technological progress (Marx, 2006; Ribeiro, 1988; Szirmai, 2012; Tregenna, 2011, 2013, 2014 and 2018).

			Based on this concept, an economy that was once industrialized and later lacks a manufacturing sector capable of driving general economic activity is either undergoing or has undergone a process of deindustrialization. For Almeida and Balanco (2024a and 2024b), capitalist deindustrialization refers to the process by which manufacturing loses its capacity to ensure the self-determination of the capitalist reproduction process, under an endogenously determined dynamic. This implies a reduction in the share of domestic manufacturing within the overall capitalist accumulation process, affecting domestic production in both use values (means of production and means of consumption) and value (surplus value and wages). Consequently, the internal (endogenous and domestic) conditions for driving economic activity are weakened, which has different consequences depending on the type of economy (Almeida, 2018; Almeida et al., 2017).

			

			In this context, an economy experiencing deindustrialization tends to significantly transform both its domestic production structure and its patterns of foreign trade. In the M – C phase, there will be an increase in the purchase of foreign means of production (constant capital, both fixed and circulating). This becomes more pronounced when it involves a dependent economy with significant potential for producing primary and low-value-added goods, such as Brazil. This occurs because the manufactured goods essential for social reproduction, but not supplied by the domestic economy, will need to be imported. This applies to consumer goods but is even more relevant for means of production, especially high-tech capital goods (Almeida, 2018). In this way, deindustrialization deepens the dependency condition of an already dependent economy.

			On the other hand, it also changes what the country can export, limiting it to a few manufactured goods and (likewise few) primary and low-value-added products. One of the consequences of deindustrialization for the C’ – M’ phase of the capital cycle is the re-primarization of a country’s export agenda.

			Note that the ability to produce primary goods is not enough to condemn a country to the role of a primary exporter in the international division of labor. For example, in 2021, the largest exporters of agricultural products were the USA, followed by China, Germany, the Netherlands, and Brazil. Meanwhile, in 2020, China produced 22.3% of the world’s minerals, while being only the 12th largest exporter of these products (2.02% of the world total) and the largest importer (23.9% of the world total). Even when a country possesses vast arable land, high agricultural productivity, or abundant mineral resources, it can still emerge as a significant producer and exporter of manufactured goods. However, this will only lead to a trade balance issue if there is insufficient domestic manufacturing capable of transforming these resources into higher-value final products that can compete in the global market. The challenge lies in the fact that, with deindustrialization, the country forfeits the capacity to develop crucial domestic sectors that drive technology dissemination and enhance productivity. As a result, the country is left to export what it has available, leading to the re-primarization of exports and the importation of manufactured goods that it does not produce domestically. In this context of unequal exchange, with the re-primarization and concentration of international sales on low-value-added products, foreign trade worsens the external vulnerability typical of dependent countries, making the balance of payments management more volatile and difficult.

			Next, the literature on the evolution of Brazilian foreign trade over the past decades is discussed. During this period, the country underwent a productive restructuring and reinforced its traditional position as a primary exporter in the international division of labor (Almeida, 2018; Almeida and Balanco, 2024b).

 
			3. Recent changes in Brazilian foreign trade

			The industrialization of a dependent economy alters both its import and export patterns. In Brazil’s case, during the Import Substitution Industrialization (isi) process, industrialization (as previously discussed) changed the quality of national imports (Tavares, 1998).

			Regarding foreign trade, Ribeiro (1988) and Bonelli and Malan (1976) argue that, prior to isi period, Brazilian imports consisted primarily of durable and non-durable consumer goods. During the isi process, the development of industrial capital led to a marked increase in imports of means of production, particularly capital goods. Once the industrialization process reached a level of maturity in the 1960s, Brazil attained the status of an exporter of manufactured goods (Fasano Filho, 1988; Ribeiro, 1988).

			According to Horta (1983), Brazil experienced an evolution in its export profile of manufactured products between 1971 and 1980, with these pro-
ducts rising from 16 to 38.9% of total exports, respectively. In terms of sales to Brazil’s main Latin American partners, the percentages increased from 51.2 to 81.8% between 1971 and 1980. Horta and Braz (2000), using another classification, show that in 1980, Brazil’s export agenda was composed of 58.7% of manufactured products, while by 1996, this percentage had risen to 74.1%. Additionally, between 1990 and 1996, Brazilian exports grew most significantly towards Latin American countries (excluding Mexico), Eastern Europe, and emerging Asian economies (excluding the Old Asian Tigers).

			Lima et al. (2015) argue that, between 2000 and 2011, the strong growth in Brazilian exports was associated with the expansion of the global economy, which generated a commodities boom and increased Brazil’s sales of natural resources (primary products) while diversifying the destinations of its national production, expanding sales to other emerging countries.

			In analyzing exports and imports, Almeida (2018) provides relevant data on the concentration of Brazilian foreign trade in certain types of products. According to the author, using the normalized Herfindahl-Hirschman index, Brazilian exports maintained a moderate degree of concentration between 1985 and 1999, ending the year 2000 with a low degree of concentration. With the commodities boom, the export concentration index grew significantly, reaching a moderate level of concentration. This was primarily due to the increased share of food, agricultural, and mining products in the export profile throughout the 2000s (Almeida, 2018). As for imports, in 1985, the concentration index was high due to international purchases of mining products. Between 1990 and 1995, the indicator dropped to a low concentration level. However, the trend reversed in 1996, when the index rose to a moderate concentration level for imports, remaining at this level until 2010. During this period, electronics, chemicals, mining products, transportation equipment, and machinery and equipment were the main imported products in Brazil, representing an average of 56.1% of external purchases (Almeida, 2018).

			Based on the work of Almeida (2018), Cunha et al. (2013), Hiratuka and Sarti (2017), Morceiro (2012), and Morceiro and Guilhoto (2020), it can be stated that these changes in Brazil’s trade structure reflect the deindustrialization the country has experienced since the 1990s. Using different perspectives and methodologies, these authors demonstrate how, in both aggregate and sectoral terms, Brazil increasingly relied on international markets to keep its economy functioning, especially the manufacturing.

			According to Hiratuka and Sarti (2017), Hiratuka (2010), and Pereira (2019), these changes in Brazil reflect broader global shifts. The productive restructuring that Brazil underwent from the 1990s onward mirrors the changes in the productive structures of advanced capitalist countries and, consequently, the changes in the international trade patterns of recent decades, which include the formation of a new international division of labor. According to the aforementioned authors, this is a result of the new patterns of industrial capital organization under the control of multinational corporations. These companies abandoned the multi-domestic model of international expansion and began to organize themselves into global production chains, characterized by the fragmentation and geographical decentralization of various production chain links, typical features of the information and communication technology paradigm. As a result, deindustrialization manifested in some economies while manufacturing gained strength in other regions.

			Reflecting the changes in Brazil’s economy, figure 1 shows the country’s downward trajectory in the ranking of nations by economic complexity from 1995 to 2021.

			

			Figure 1. Ranking of the economic complexity index for Brazil and nine ASEAN countries:* 1995-2021

			[image: ]

			Note: * Brunei’s data not available.

			Source: The Growth Lab at Harvard University. The Atlas of Economic Complexity (http://www.atlas.cid.harvard.edu).

			As can be seen, Brazil dropped from 25th place in 1995 to 70th place in 2021. Meanwhile, all nine asean countries with available data improved their ranking. In addition to Singapore, which is part of the Old Asian Tigers, the growth of Malaysia, Thailand, and the Philippines stands out.

 
			4. Political relations between Brazil and asean

			Although Brazil has maintained relations with Asia since the past century, its communication with Southeast Asian countries has traditionally occurred within the context of regional integration through mercosur. This rapprochement with Asian countries was labeled a Strategic Partnership within Brazil’s Foreign Policy, which aimed to foster bilateral diplomatic relationships for mutual and reciprocal benefits in the areas of social, political, and economic development. Agreements with asean countries were focused on technical cooperation and the acquisition of technological development. Although relations began to take shape in the 1980s, efforts for closer ties were notably made around 1995, under then-president Fernando Henrique Cardoso and asean Secretary-General Ajit Singh (Veloso, 2017). However, this relationship was hampered by a lack of knowledge related to financial, economic, and commercial practices, as well as mutual cultural distance.

			Despite those challenges, there are notable parallels in the aspirations of both Brazil and asean for international prominence, despite existing asymmetries. A positive aspect is that both Brazil and asean demonstrate a strong openness to international cooperation and multilateralism (Veloso, 2017). During President Lula’s first administration (2003-2010), Brazil undertook significant efforts to diversify and strengthen its international relations, including with asean countries. This period of Brazilian foreign policy was characterized by a strategic focus on expanding partnerships within the Global South and enhancing South-South cooperation. Although the deepening of relations with asean was relatively less pronounced compared to other regions, progress was made in fostering dialogue and exploring trade opportunities. The administration emphasized active diplomacy and the pursuit of new political and economic alliances.

			During the administrations of Dilma Rousseff (2011-2016) and Jair Bolsonaro (2019-2022), relations between Brazil and asean countries saw varied developments. Under Dilma Rousseff, Brazil maintained a foreign policy approach focused on expanding its commercial influence, particularly in Latin America and Africa. asean relations did not receive significant attention during Dilma’s tenure, as her policies were more oriented toward Africa and other emerging regions. Under Jair Bolsonaro, there was a significant shift in Brazil’s foreign policy, with greater alignment toward right-leaning countries, including the United States and other Western nations. As a result, asean was not prioritized in Bolsonaro’s foreign policy, leading to a general reduction in Brazil’s engagement with international blocs outside the Western sphere. Additionally, the Bolsonaro government distanced itself from several regional integration initiatives in South America and other emerging blocs, limiting opportunities to strengthen ties with asean countries during his administration. Both the Rousseff and Bolsonaro administrations marked a retreat in specific political relations with asean, reflecting more the internal and regional priorities of each government rather than active and growing engagement with Southeast Asia.

			Diplomatic relations remain stable, though underutilized and unexplored. Brazil maintains open channels with all 10 asean member countries and has around 60 economic agreements with Southeast Asia, focusing on poverty reduction, social development, trade promotion, investment attraction, and science and technology. This goal is reinforced through periodic bilateral political dialogue meetings aimed at promoting trade and investment on both bilateral and multilateral levels. Currently, Brazil and asean countries maintain a partnership within the framework of the “asean-Brazil Sectoral Dialogue Partnership”. This sectoral dialogue involves areas of practical cooperation across multiple fronts, such as the economy, industrialization, diplomatic strategies, agriculture, environmental issues, and energy transition.

			Brazil’s approach to asean occurs not only through diplomatic efforts between the Latin American country and each of the member states but also develops within the framework of mercosur summits and Southeast Asian summits. Among the attempts to strengthen ties, one can mention Brazilian presidential visits to Singapore (2014), Indonesia, Vietnam, and Timor-Leste (2008), as well as reciprocal visits from heads of state from Timor-Leste, the Philippines, Indonesia, and Singapore to Brazil between 2008 and 2011. In 2010, Brazil opened an embassy in Myanmar, shortly after the country’s political opening process began. In 2014, Brazil established its first defense attaché office in Jakarta, the first such office in Southeast Asia.

			Brazil and asean have jointly articulated forums and channels, albeit informal and non-institutionalized, for discussions aimed at promoting commercial cooperation, regional integration, and political collaboration. Examples include the Forum for East Asia-Latin America Cooperation (fealac), which brings together 36 countries from Latin America and Asia, the mercosur-asean Ministerial Meeting, and the creation of the Latin America-Asia-Pacific Observatory under the umbrella of the Latin American Integration Association (aladi) and the Latin American Business Forum in Singapore.

			Brazil’s interest in the region is linked to several reasons: i) the prospects for economic growth; ii) the high demand for investment; and iii) access to cutting-edge technologies. Throughout the 21st century, there has been a growing emphasis on technological advancement and the production of manu-
factured goods. On the other hand, Southeast Asian countries and asean’s interest in relations with Brazil is connected to Brazil’s position as a supplier of raw materials, food products, and basic inputs, such as soybeans, sugar, corn, iron ore, and oil. The following section will detail the trade relations between Brazil and countries in the region.

 
			5. Trade relations between Brazil and asean

			The analysis of trade data between Brazil and asean, obtained from the official system for extracting Brazilian foreign trade statistics of goods (comexstat), will be presented in two stages. The first stage consists of an analysis of the bilateral trade balance data over the past 25 years, which will be evaluated year by year and in five-year intervals, so that the information is grouped and analyzed according to the trends observed in each period. The second stage consists of a comparative analysis of bilateral trade data between Brazil and selected regions over the last five years (2019-2023), namely Africa, North America, South America (excluding Mercosur), mercosur, Asia (excluding the Middle East and asean), Europe (excluding the European Union), and the European Union. The goal is to associate Brazil’s trade pattern with asean by comparing it to the other countries and groups listed above.

			The last 25 years of trade between Brazil and asean

			According to ApexBrasil, over the past five years, the growth in Brazil’s sales to asean has outpaced the growth in Brazilian sales to the rest of the world. From figure 2, we can observe that this marks a shift in the trend of Brazilian exports, which began in 2019.

			Despite significant and consistent growth in Brazilian exports to asean between 1999 and 2012, except for 2009 –the year the “Subprime Crisis” affected Brazil– there was relative stagnation in exports to the Association between 2013 and 2018. However, from 2019 to 2023, Brazil achieved successive records in exports to asean. In the case of imports, they followed a growth trend between 1999 and 2012, which then shifted to a stagnation trend until 2023. This data is reflected in the trade balance between Brazil and the group: until 2011, Brazil alternated between moments of trade deficits and surpluses with asean, but starting in 2012, the country has consistently registered a trade surplus with a growing trend.

			Figure 2. Foreign trade between Brazil and ASEAN (in US$ billion): 1999-2023

			[image: ]

			Source: own elaboration based on data from COMEXSTAT (https://comexstat.mdic.gov.br/pt/home).

			With the data from figure 3, we can observe that the share of exports to asean in Brazil’s total exports quadrupled between 1999 and 2023, rising from 1.8 to 7.2%, respectively. Meanwhile, asean’s share in Brazilian imports doubled during the period, increasing from 1.9% in 1999 to 3.8% in 2023. On the other hand, Brazil holds a relatively small share of asean’s total exports, not exceeding 1% of the Association’s total exports between 2003 and 2023. A similar situation is observed with asean’s imports of Brazilian products, which reached 1.4% of the total in 2023.
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			To provide a more detailed analysis of trade between the countries, the following tables present two types of data disaggregation: at the Section level of the International Standard Industrial Classification (isic) and at Level 1 of the Classification by Broad Economic Categories (bec). We present the aggregated data in five-year intervals and use the averages for the period.

			Table 1 presents the classification at the isic Section level, as well as a subdivision of manufacturing activities according to technological intensity, based on Galindo-Rueda and Verger (2016).

			We can observe that Brazil’s export profile to asean underwent a structural change between 1999 and 2023. Initially, manufactured products with low, medium, and medium-high technological intensity were predominant. However, over the years, while low-technology manufacturing maintained the largest share of total exports to asean, Brazil began exporting an increasing amount of products from the mining (Mining and Quarrying) and agricultural (Agriculture, Forestry, Fishing, and Aquaculture) activities. In the 1999-2023 period, nearly half of Brazil’s exports to asean (43%) were primary products.

Table 1. Average value (US$ million) and distribution (%) of trade between Brazil and ASEAN according to ISIC: 1999-2023

			
				
					
					
					
					
					
					
					
					
					
					
					
					
					
					
					
				
				
					
							
							Economic 
activity

						
							
							1999-2003

						
							
							
							2004-2008

						
							
							
							2009-2013

						
							
							
							2014-2018

						
							
							
							2019-2023

						
					

					
							
							US$

						
							
							%

						
							
							
							US$

						
							
							%

						
							
							
							US$

						
							
							%

						
							
							
							US$

						
							
							%

						
							
							
							US$

						
							
							%

						
					

					
							
							Exports

						
							
							
							
							
							
							
							
							
							
							
							
							
							
							
					

					
							
							Agriculture

						
							
							47

						
							
							4.1

						
							
							
							416

						
							
							11.2

						
							
							
							1 520

						
							
							19.7

						
							
							
							2 552

						
							
							25.4

						
							
							
							3 813

						
							
							20.4

						
					

					
							
							Mining

						
							
							80

						
							
							7.1

						
							
							
							374

						
							
							10

						
							
							
							910

						
							
							11.8

						
							
							
							1 452

						
							
							14.5

						
							
							
							4 232

						
							
							22.6

						
					

					
							
							Manufacturing

						
							
							1 000

						
							
							88.5

						
							
							
							2 931

						
							
							78.6

						
							
							
							5 237

						
							
							68

						
							
							
							5 966

						
							
							59.5

						
							
							
							10 635

						
							
							56.8

						
					

					
							
							High-tech

						
							
							22

						
							
							1.9

						
							
							
							50

						
							
							1.3

						
							
							
							76

						
							
							1

						
							
							
							98

						
							
							1

						
							
							
							126

						
							
							0.7

						
					

					
							
							Medium-high  tech

						
							
							169

						
							
							15

						
							
							
							480

						
							
							12.9

						
							
							
							650

						
							
							8.4

						
							
							
							817

						
							
							8.1

						
							
							
							773

						
							
							4.1

						
					

					
							
							Medium  tech

						
							
							210

						
							
							18.6

						
							
							
							619

						
							
							16.6

						
							
							
							830

						
							
							10.8

						
							
							
							653

						
							
							6.5

						
							
							
							418

						
							
							2.2

						
					

					
							
							Low  tech

						
							
							599

						
							
							53.1

						
							
							
							1 782

						
							
							47.8

						
							
							
							3 682

						
							
							47.8

						
							
							
							4 399

						
							
							43.9

						
							
							
							9 318

						
							
							49.7

						
					

					
							
							Other products

						
							
							3

						
							
							0.3

						
							
							
							7

						
							
							0.2

						
							
							
							36

						
							
							0.5

						
							
							
							59

						
							
							0.6

						
							
							
							52

						
							
							0.3

						
					

					
							
							Total

						
							
							1 129

						
							
							100

						
							
							
							3 729

						
							
							100

						
							
							
							7 702

						
							
							100

						
							
							
							10 030

						
							
							100

						
							
							
							18 732

						
							
							100

						
					

					
							
							Imports

						
							
							
							
							
							
							
							
							
							
							
							
							
							
							
					

					
							
							Agriculture

						
							
							151

						
							
							11.4

						
							
							
							474

						
							
							11.8

						
							
							
							738

						
							
							10

						
							
							
							395

						
							
							5.3

						
							
							
							334

						
							
							3.7

						
					

					
							
							Mining

						
							
							27

						
							
							2.1

						
							
							
							24

						
							
							0.6

						
							
							
							40

						
							
							0.5

						
							
							
							25

						
							
							0.3

						
							
							
							8

						
							
							0.1

						
					

					
							
							Manufacturing

						
							
							1 148

						
							
							86.4

						
							
							
							3 518

						
							
							87.5

						
							
							
							6 610

						
							
							89.4

						
							
							
							7 087

						
							
							94.4

						
							
							
							8 650

						
							
							96.2

						
					

					
							
							High-tech

						
							
							685

						
							
							51.5

						
							
							
							1 777

						
							
							44.2

						
							
							
							2 200

						
							
							29.7

						
							
							
							2 629

						
							
							35

						
							
							
							3 196

						
							
							35.5

						
					

					
							
							Medium-high  tech

						
							
							258

						
							
							19.5

						
							
							
							856

						
							
							21.3

						
							
							
							2 104

						
							
							28.5

						
							
							
							2 133

						
							
							28.4

						
							
							
							2 881

						
							
							32

						
					

					
							
							Medium  tech

						
							
							88

						
							
							6.6

						
							
							
							219

						
							
							5.5

						
							
							
							617

						
							
							8.3

						
							
							
							723

						
							
							9.6

						
							
							
							1 085

						
							
							12.1

						
					

					
							
							Low  tech

						
							
							117

						
							
							8.8

						
							
							
							666

						
							
							16.6

						
							
							
							1 689

						
							
							22.8

						
							
							
							1 603

						
							
							21.3

						
							
							
							1 488

						
							
							16.5

						
					

					
							
							Other products

						
							
							1

						
							
							0.1

						
							
							
							5

						
							
							0.1

						
							
							
							7

						
							
							0.1

						
							
							
							4

						
							
							0

						
							
							
							3

						
							
							0

						
					

					
							
							Total

						
							
							1 328

						
							
							100

						
							
							
							4 022

						
							
							100

						
							
							
							7 394

						
							
							100

						
							
							
							7 511

						
							
							100

						
							
							
							8 996

						
							
							100

						
					

					
							
							Trade balance

						
							
							
							
							
							
							
							
							
							
							
							
							
							
							
					

					
							
							Agriculture

						
							
							-105

						
							
							
							
							-58

						
							
							
							
							782

						
							
							
							
							2 157

						
							
							
							
							3 479

						
							
					

					
							
							Mining

						
							
							53

						
							
							
							
							350

						
							
							
							
							870

						
							
							
							
							1 427

						
							
							
							
							4 224

						
							
					

					
							
							Manufacturing

						
							
							-149

						
							
							
							
							-587

						
							
							
							
							-1 373

						
							
							
							
							-1 121

						
							
							
							
							1 985

						
							
					

					
							
							High-tech

						
							
							-663

						
							
							
							
							-1 727

						
							
							
							
							-2 124

						
							
							
							
							-2 531

						
							
							
							
							-3 070

						
							
					

					
							
							Medium-high  tech

						
							
							-90

						
							
							
							
							-376

						
							
							
							
							-1 454

						
							
							
							
							-1 316

						
							
							
							
							-2 107

						
							
					

					
							
							Medium  tech

						
							
							122

						
							
							
							
							399

						
							
							
							
							212

						
							
							
							
							-70

						
							
							
							
							-666

						
							
					

					
							
							Low  tech

						
							
							482

						
							
							
							
							1 116

						
							
							
							
							1 993

						
							
							
							
							2 796

						
							
							
							
							7 829

						
							
					

					
							
							Other products

						
							
							1

						
							
							
							
							2

						
							
							
							
							29

						
							
							
							
							55

						
							
							
							
							49

						
							
					

					
							
							Total

						
							
							-199

						
							
							
							
							-293

						
							
							
							
							308

						
							
							
							
							2 519

						
							
							
							
							9 736

						
							
					

				
			

			Source: own elaboration based on data from COMEXSTAT (https://comexstat.mdic.gov.br/pt/home).


		

		
			Table 2. Average value (US$ million) and distribution (%) of trade between Brazil and ASEAN according to BEC: 1999-2023

			
				
					
					
					
					
					
					
					
					
					
					
					
					
					
					
					
				
				
					
							
							Economic 
activity

						
							
							1999-2003

						
							
							
							2004-2008

						
							
							
							2009-2013

						
							
							
							2014-2018

						
							
							
							2019-2023

						
					

					
							
							US$

						
							
							%

						
							
							
							US$

						
							
							%

						
							
							
							US$

						
							
							%

						
							
							
							US$

						
							
							%

						
							
							
							US$

						
							
							%

						
					

				
				
					
							
							Exports

						
							
							
							
							
							
							
							
							
							
							
							
							
							
							
					

					
							
							Capital

						
							
							45

						
							
							4

						
							
							
							304

						
							
							8.1

						
							
							
							287

						
							
							3.7

						
							
							
							243

						
							
							2.4

						
							
							
							282

						
							
							1.5

						
					

					
							
							Intermediate

						
							
							882

						
							
							78.1

						
							
							
							2 674

						
							
							71.7

						
							
							
							6 150

						
							
							79.8

						
							
							
							8 244

						
							
							82.2

						
							
							
							11 920

						
							
							63.6

						
					

					
							
							Consumption

						
							
							121

						
							
							10.7

						
							
							
							327

						
							
							8.8

						
							
							
							492

						
							
							6.4

						
							
							
							761

						
							
							7.6

						
							
							
							1 225

						
							
							6.5

						
					

					
							
							Fuel and Energy

						
							
							81

						
							
							7.1

						
							
							
							424

						
							
							11.4

						
							
							
							773

						
							
							10

						
							
							
							779

						
							
							7.8

						
							
							
							5 299

						
							
							28.3

						
					

					
							
							Not Specified

						
							
							0

						
							
							0

						
							
							
							0

						
							
							0

						
							
							
							1

						
							
							0

						
							
							
							2

						
							
							0

						
							
							
							5

						
							
							0

						
					

					
							
							Total

						
							
							1 129

						
							
							100

						
							
							
							3 729

						
							
							100

						
							
							
							7 702

						
							
							100

						
							
							
							10 030

						
							
							100

						
							
							
							18 732

						
							
							100

						
					

					
							
							Imports

						
							
							
							
							
							
							
							
							
							
							
							
							
							
							
					

					
							
							Capital

						
							
							93

						
							
							7

						
							
							
							257

						
							
							6.4

						
							
							
							509

						
							
							6.9

						
							
							
							548

						
							
							7.3

						
							
							
							997

						
							
							11.1

						
					

					
							
							Intermediate

						
							
							1 113

						
							
							83.8

						
							
							
							3 291

						
							
							81.8

						
							
							
							5 823

						
							
							78.7

						
							
							
							5 889

						
							
							78.4

						
							
							
							6 909

						
							
							76.8

						
					

					
							
							Consumption

						
							
							73

						
							
							5.5

						
							
							
							209

						
							
							5.2

						
							
							
							785

						
							
							10.6

						
							
							
							975

						
							
							13

						
							
							
							972

						
							
							10.8

						
					

					
							
							Fuel and Energy

						
							
							29

						
							
							2.2

						
							
							
							264

						
							
							6.6

						
							
							
							277

						
							
							3.7

						
							
							
							99

						
							
							1.3

						
							
							
							118

						
							
							1.3

						
					

					
							
							Not Specified

						
							
							20

						
							
							1.5

						
							
							
							-

						
							
							0

						
							
							
							0

						
							
							0

						
							
							
							1

						
							
							0

						
							
							
							0

						
							
							0

						
					

					
							
							Total

						
							
							1 328

						
							
							100

						
							
							
							4 022

						
							
							100

						
							
							
							7 394

						
							
							100

						
							
							
							7 511

						
							
							100

						
							
							
							8 996

						
							
							100

						
					

					
							
							Trade balance

						
							
							
							
							
							
							
							
							
							
							
							
							
							
							
					

					
							
							Capital

						
							
							-47

						
							
							
							
							47

						
							
							
							
							-223

						
							
							
							
							-305

						
							
							
							
							-715

						
							
					

					
							
							Intermediate

						
							
							-231

						
							
							
							
							-618

						
							
							
							
							327

						
							
							
							
							2 356

						
							
							
							
							5 012

						
							
					

					
							
							Consumption

						
							
							48

						
							
							
							
							117

						
							
							
							
							-293

						
							
							
							
							-213

						
							
							
							
							253

						
							
					

					
							
							Fuel and Energy

						
							
							52

						
							
							
							
							160

						
							
							
							
							496

						
							
							
							
							681

						
							
							
							
							5 181

						
							
					

					
							
							Not Specified

						
							
							-20

						
							
							
							
							0

						
							
							
							
							1

						
							
							
							
							1

						
							
							
							
							5

						
							
					

					
							
							Total

						
							
							-199

						
							
							
							
							-293

						
							
							
							
							308

						
							
							
							
							2 519

						
							
							
							
							9 736

						
							
					

				
			

			Source: own elaboration based on data from COMEXSTAT (https://comexstat.mdic.gov.br/pt/home).

			As for imports, we observe a different pattern. Manufactured products have always dominated Brazil’s purchases from asean, and this trend intensified between 1999 and 2023. Over time, there has been a notable diversification in the range of imported products. Initially, imports were heavily concentrated in high and medium-high technology products. By the end of the period, however, there was a significant increase in the import of manufactured goods with low and medium technological intensity. It is also important to note that during the periods 1999-2003, 2004-2008, and 2009-2013, Brazil’s imports from asean included a substantial share of agricultural products, but this share declined sharply starting in the 2014-2018 period.

			The last section of the table shows the trade balance according to the adopted classification. In the overall bilateral trade balance, it can be observed that primary products (agriculture and mining) and low-value-added products ensured Brazil’s trade surplus in the last two five-year periods of the series. Meanwhile, the trade balance for the manufacturing was negative until the penultimate five-year period, becoming positive between 2019 and 2023. This reversal was mainly due to the significant increase in exports of low-technology manufactured goods. In the case of high and medium-high technology manufactured goods, Brazil’s trade balance with asean was negative and increasingly so throughout the five-year periods.

			To better understand these data, let us refer to table 2, which divides the trade information according to the bec. Regarding exports, we observe a significant increase in Brazilian sales of fuels and lubricants to asean between the beginning and the end of the series. As a result, this product category grew from 7.1% of Brazil’s exports to asean in the 1999-2003 period to about 28.3% between 2019 and 2023. Throughout the period, intermediate goods had the largest share of Brazil’s exports to asean, despite significant fluctuations over time.

			Brazilian imports from asean, on the other hand, have been concentrated in intermediate goods since the beginning of the series. Starting in the 2009-2013 period, the share of consumer goods in Brazil’s total imports from asean doubled, while imports of capital goods increased significantly in the last five years. Finally, according to the bec classification, Brazil’s trade balance with asean was positive in the last two five-year periods due to surpluses in intermediate goods, primarily, as well as fuels and lubricants.

			To gain another perspective on this information, a comparison was made between the trade data from the last five-year period between Brazil and asean and the data from the same period for trade between Brazil and selected regions.

			 Recent trade between Brazil and asean in comparative perspective

			In this section, we will compare the export and import patterns between Brazil and asean with Brazil’s trade patterns with the world and with selected regions: Africa (afr), North America (na), South America, excluding mercosur (sa), mercosur (merc), Asia, excluding the Middle East and asean (asia), Europe, excluding the European Union (eur), and the European Union (eu). The aim is to determine whether there is any trade pattern between Brazil and asean that resembles those with other regions, which together account for more than 90% of Brazil’s foreign trade. Additionally, this allows us to compare trade with different regions, each of which fulfills distinct roles in the international division of labor.

			Table 3 presents the trade patterns distributed by economic activities, as well as the division of manufacturing by technological intensity from 2019 to 2023. In the case of exports according to isic Section, trade with asean is similar to the pattern observed in Brazil’s trade with the world and the eu: slightly more than half of exports consist of manufactured goods. However, in this classification, Brazil’s trade with other regions shows several particularities. In the case of the asia region (which includes China, Japan, and South Korea), primary products dominate, accounting for 69.6% of total exports, while manufactured goods represent 30.1%. In other cases, Brazilian exports of manufactured goods ranged from 65.5% (eur) to 89.1% (merc).

			What differentiates these regions in trade relations with Brazil is the level of technological intensity of the manufactured goods exported by Brazil. Brazil’s exports of high-technology manufactured goods are generally low, accounting for only 1% of what we export to the world. Our main buyers are the Americas, both South (merc and sa) and North (na). These same regions also show the highest share of medium-high technology products in their purchases from Brazil. Regarding medium-technology manufactured goods, in addition to the Americas, the EUR region stands out, where 29.1% of its imports from Brazil were of this type of product between 2019 and 2023. Conversely, the other regions, including asean, concentrated their purchases on low-technology Brazilian products, with Africa (afr) standing out, where these products accounted for 61.8% of our total exports to the continent during the period.

			Table 4 lists the three manufactured products with the largest share of Brazil’s exports to each destination, as well as the percentage of this share. The products that appear most frequently in the list are the same as those that make up the Top 3 of Brazil’s global sales: food products (which do not appear in merc), basic metals (which do not appear in merc, sa, and afr), and vehicles (which only appear in merc, sa, and afr). In the case of sales to asean, the second-largest category was coke and refined petroleum products, accounting for 19.6% of the total. One notable element is the fact that Brazil exports significant amounts of petroleum derivatives, not just crude oil, to asean. Additionally, it is worth noting that the only other region to have this activity ranked among its Top 3 was Africa.

 
			Table 3. Distribution (%) and average total value (in US$ million) of trade between Brazil and selected regions according to ISIC: 2019-2023

			
				
					
					
					
					
					
					
					
					
					
					
				
				
					
							
							

							Economic 
activity

						
							
							World

						
							
							ASEAN

						
							
							ASIA

						
							
							AFR

						
							
							NA

						
							
							MERC

						
							
							SA

						
							
							EU

						
							
							EUR

						
					

					
							
							Exports

						
							
							
							
							
							
							
							
							
							
					

					
							
							Agriculture

						
							
							21.6

						
							
							20.4

						
							
							32.2

						
							
							17.9

						
							
							6.3

						
							
							5

						
							
							4.9

						
							
							20.7

						
							
							27.6

						
					

					
							
							Mining

						
							
							24.2

						
							
							22.6

						
							
							37.4

						
							
							5.4

						
							
							10.3

						
							
							4.6

						
							
							14.8

						
							
							25.9

						
							
							5.9

						
					

					
							
							Manufacturing

						
							
							53.7

						
							
							56.8

						
							
							30.1

						
							
							76.4

						
							
							82.8

						
							
							89.1

						
							
							80

						
							
							52.5

						
							
							65.5

						
					

					
							
							High-tech

						
							
							1

						
							
							0.7

						
							
							0.3

						
							
							0.6

						
							
							1.9

						
							
							2.2

						
							
							2.2

						
							
							1.2

						
							
							1

						
					

					
							
							Medium-high tech

						
							
							14

						
							
							4.1

						
							
							2.5

						
							
							11.2

						
							
							28.1

						
							
							50.6

						
							
							39.7

						
							
							11.6

						
							
							10.4

						
					

					
							
							Medium tech

						
							
							10.4

						
							
							2.2

						
							
							3.2

						
							
							2.8

						
							
							29.3

						
							
							16.3

						
							
							11.5

						
							
							8

						
							
							29.1

						
					

					
							
							Low tech

						
							
							28.3

						
							
							49.7

						
							
							24.1

						
							
							61.8

						
							
							23.5

						
							
							20.1

						
							
							26.7

						
							
							31.7

						
							
							25

						
					

					
							
							Other products

						
							
							0.5

						
							
							0.3

						
							
							0.3

						
							
							0.3

						
							
							0.7

						
							
							1.2

						
							
							0.2

						
							
							0.9

						
							
							0.9

						
					

					
							
							Total (US$ million)

						
							
							276 991

						
							
							18 732

						
							
							119 229

						
							
							10 161

						
							
							42 060

						
							
							17 894

						
							
							16 414

						
							
							38 267

						
							
							10 950

						
					

					
							
							Imports

						
							
							
							
							
							
							
							
							
							
					

					
							
							Agriculture

						
							
							2.2

						
							
							3.7

						
							
							0.5

						
							
							2.8

						
							
							0.5

						
							
							16.6

						
							
							9.2

						
							
							0.7

						
							
							1.1

						
					

					
							
							Mining

						
							
							6.4

						
							
							0.1

						
							
							0.1

						
							
							35.8

						
							
							9.3

						
							
							1.9

						
							
							32.4

						
							
							0.3

						
							
							3.7

						
					

					
							
							Manufacturing

						
							
							90.3

						
							
							96.2

						
							
							99.2

						
							
							61

						
							
							89.7

						
							
							70.5

						
							
							57.1

						
							
							98.8

						
							
							94.9

						
					

					
							
							High-tech

						
							
							15.9

						
							
							35.5

						
							
							27.1

						
							
							0.5

						
							
							10.2

						
							
							1.2

						
							
							0.1

						
							
							17.6

						
							
							11

						
					

					
							
							Medium-high tech

						
							
							47.9

						
							
							32

						
							
							47.7

						
							
							41.9

						
							
							51.5

						
							
							40.6

						
							
							17.3

						
							
							55.5

						
							
							56

						
					

					
							
							Medium tech

						
							
							9.5

						
							
							12.1

						
							
							11.6

						
							
							8.5

						
							
							5.7

						
							
							4.8

						
							
							23.4

						
							
							9.8

						
							
							9.5

						
					

					
							
							Low tech

						
							
							17

						
							
							16.5

						
							
							12.8

						
							
							10.1

						
							
							22.3

						
							
							23.9

						
							
							16.3

						
							
							15.9

						
							
							18.3

						
					

					
							
							Other products

						
							
							1.1

						
							
							0

						
							
							0.1

						
							
							0.4

						
							
							0.6

						
							
							11.1

						
							
							1.2

						
							
							0.1

						
							
							0.2

						
					

					
							
							Total (US$ million)

						
							
							215 505

						
							
							8 996

						
							
							73 490

						
							
							6 282

						
							
							46 226

						
							
							15 915

						
							
							9 124

						
							
							38 642

						
							
							13 456

						
					

				
			

			Source: own elaboration based on data from COMEXSTAT (https://comexstat.mdic.gov.br/pt/home).


			Table 4. Top 3 main manufactured products exported by Brazil per destination: 2019-2023

			
				
					
					
					
					
					
					
					
					
					
				
				
					
							
							

							Destination

						
							
							1st Position

						
							
							
							2nd Position

						
							
							
							3rd Position

						
					

					
							
							Product

						
							
							%

						
							
							
							Product

						
							
							%

						
							
							
							Product

						
							
							%

						
					

					
							
							World

						
							
							Food

						
							
							17.4

						
							
							
							Basic metals

						
							
							8.3

						
							
							
							Motor vehicles, trailers and semi-trailers

						
							
							4.2

						
					

					
							
							ASEAN

						
							
							Food

						
							
							26.7

						
							
							
							Coke and refined petroleum

						
							
							19.6

						
							
							
							Basic metals

						
							
							1.9

						
					

					
							
							ASIA

						
							
							Food

						
							
							16.6

						
							
							
							Paper

						
							
							3.3

						
							
							
							Basic metals

						
							
							2.9

						
					

					
							
							AFRICA

						
							
							Food

						
							
							51.6

						
							
							
							Coke and refined petroleum

						
							
							5.4

						
							
							
							Motor vehicles, trailers and semi-trailers

						
							
							3.6

						
					

					
							
							NA

						
							
							Basic metals

						
							
							24.0

						
							
							
							Food

						
							
							8.1

						
							
							
							Machinery and equipment n.c.

						
							
							7.4

						
					

					
							
							MERC

						
							
							Motor vehicles, trailers and semi-trailers

						
							
							24.8

						
							
							
							Chemical

						
							
							12.8

						
							
							
							Machinery and equipment n.c.

						
							
							9.0

						
					

					
							
							SA

						
							
							Motor vehicles, trailers and semi-trailers

						
							
							17.3

						
							
							
							Food

						
							
							15.3

						
							
							
							Chemical

						
							
							9.6

						
					

					
							
							EU

						
							
							Food

						
							
							18.1

						
							
							
							Basic metals

						
							
							6.8

						
							
							
							Paper

						
							
							4.8

						
					

					
							
							EUR

						
							
							Basic metals

						
							
							28.0

						
							
							
							Food

						
							
							16.3

						
							
							
							Machinery and equipment n.c

						
							
							3.6

						
					

				
			

			Source: own elaboration based on data from COMEXSTAT (https://comexstat.mdic.gov.br/pt/home).

			Returning to table 3, let us examine the imports. Starting with primary products, it is noted that Brazil imports relatively few agricultural and mining products, which accounted for only 8.6% of Brazil’s total imports. However, it is worth highlighting Brazil’s imports of agricultural products from the merc and sa regions, as well as Brazil’s imports of mining products from the afr and sa regions. From this data, we can affirm that afr and sa, as continents, are significant suppliers of primary goods to Brazil. In the case of other regions, to varying degrees, the pattern of Brazil’s general import agenda prevails: our purchases are concentrated in manufactured goods.

			Regarding the manufacturing, we observe a deviation from the typical pattern of Brazilian imports from asean. Among the manufactured goods imported from around the world, medium-high technology products predominate (47.9% of the total), followed by low (17%) and high (15.9%) technology products. Imports from the asia, afr, na, merc, eu, and eur regions are predominantly medium-high technology manufactured goods. Imports from sa are mainly medium-technology goods. In the case of asean, high-technology manufactured goods dominate, accounting for 35.5% of Brazil’s purchases from the Association.

			As shown in table 5, which lists the top three manufactured products imported by Brazil by origin, 34.8% of Brazilian imports from asean consist of Computers, electronics and optical products. Additionally, a notable singularity is that rubber and plastic products rank third among the manufactured goods imported from asean, a product that did not appear elsewhere on the list (similar to food products and vehicles, which only appear in the Top 3 from the merc region, and other transport equipment, which appears for na).

			Finally, table 6 below presents a comparison of trade between Brazil and selected regions according to broad economic categories for the period 2019-2023.
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			When comparing the trade patterns, we observe that Brazil’s exports to asean resemble, with some exceptions, those directed to the eu and asia regions, as intermediate goods and fuels dominate. Specifically, regarding fuels, the difference between the regions lies in the processing of petroleum: in the case of asean, as we have seen, refined derivatives from the manufacturing prevail, whereas for asia and the eu, crude oil is exported by the mining. As for imports, when compared to Brazil’s global trade pattern, a significant difference is noted only in fuels and intermediate goods, indicating that trade with asean is similar to the pattern observed for the ASIA region. Meanwhile, the data show that asean has not yet become Brazil’s main supplier of fixed capital (neither in absolute nor relative terms), a role still occupied by the merc, eu, asia, and na regions.

 
			6. Concluding remarks

			The objective of this article was to analyze the trade relations between Brazil and the countries that comprise asean. We hypothesized that asean countries stand out as suppliers of manufactured products, while Brazil presents itself as a supplier of low-value-added products, with a larger share of commodities. Brazil replicates in its trade relations with asean countries what already occurs in its trade with advanced industrialized nations, namely: Brazil acts as a supplier of agriculture and mining commodities and as a buyer of higher value-added manufactured products.

			In light of the Marxist theories of dependency and deindustrialization, the data presented allow us to affirm that the relationship between Brazil and asean contributed to deepening Brazil’s dependency between 1999 and 2023. As noted in the article, dependent economies are those that, in their capital reproduction process, recreate the conditions of their backwardness and subordination. It was further argued that deindustrialization and the consequent re-primarization of exports are phenomena that reinforce this condition of dependency, as they reduce the domestic economy’s capacity to generate endogenous growth stimuli, while increasing external vulnerability in the balance of payments.

			In line with existing literature on Brazil’s foreign trade, the data presented in this article indicate that trade relations with asean have, on one hand, contributed to the re-primarization of Brazil’s exports and, on the other, to an increase in the importation of manufactured products. It is evident that Brazil’s deindustrialization, as a cause, has had the effect of creating space in the economy for a region that has emerged as one of the world’s major hubs for the export of high-technology manufactured goods. In exchange, Brazil has expanded its sales of low-value-added goods to asean.

			In this context, it can be said that Brazil has not only become a major supplier of low-value-added circulating constant capital to asean, but it has also reinforced this position by positioning itself in the international division of labor as a global supplier of commodities. At the same time, Brazil has become a significant importer of high-value-added circulating and fixed constant capital. In other words, the reproduction of capital in Brazil is conditioned by the relationship the country has established with asean, as outlined in this article, a relationship that has expanded between 1999 and 2023.
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			Abstract.This study analyzes the effect of the Crédito de Desarrollo Humano (CDH) program on entrepreneurship and living conditions among the beneficiaries of the Bono de Desarrollo Humano (BDH), which is aimed at reducing the poverty rate and promoting the development of human capital. A Propensity Score Matching approach was used to estimate the causal effect of this program. The results show that CDH recipients are more likely to be self-employed through entrepreneurship and have better living conditions. However, a negative effect on housing quality was observed. These results can provide public agencies with tools to adjust their selection procedures.
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			Efecto del programa de transferencia de efectivo en el emprendimiento y las condiciones de vida en Loja, Ecuador

			Resumen. Este estudio analiza el efecto del programa Crédito de Desarrollo Humano (CDH) sobre el emprendimiento y las condiciones de vida de los beneficiarios del Bono de Desarrollo Humano (BDH), cuyo objetivo es reducir la tasa de pobreza y promover el desarrollo del capital humano. Se utilizó un enfoque de Propensity Score Matching para estimar el efecto causal de este programa. Los resultados muestran que los beneficiarios del BDH tienen más probabilidades de trabajar por cuenta propia a través del emprendimiento y gozan de mejores condiciones de vida. Sin embargo, se observó un efecto negativo en la calidad de la vivienda. Estos resultados pueden proporcionar a los organismos públicos herramientas para ajustar sus procedimientos de selección.
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			1. Introduction

			Many households in developing countries suffer from a lack of opportunities, inequalities, and poverty, which is a social problem related to the lack of goods or services for their basic needs. Inequality constricts growth by obstructing the supply of labor and ideas into the economy and limiting opportunities for those not already at the top, thus slowing productivity growth. In addition, inequality can be affected by subverting the institutions that manage the market, making the political system ineffective and markets dysfunctional. Finally, demand is distorted through its effects on consumption and investment, which drag down and destabilize the short- and long-term growth in economic output.

			Most governments and international institutions have developed different social protection policies to reduce vulnerability and poverty by helping people respond to shocks and manage risks (Fiszbein and Schady, 2009). Social protection instruments range from social assistance (such as pensions, free healthcare, conditional cash transfers (cct), and school feeding) to social insurance (such as contributory pensions, unemployment insurance, and social health insurance), livelihood programs (e.g., micro-credit, free fertilizer and seeds), and social services (orphanages, child protection).

			We focus on cct, which provides economic incentives to impoverished individuals to promote specific behaviors (Handa and Davis, 2006; Baird et al., 2014). cct is one of the main social protection tools because poor people can choose how to spend money based on their needs; these programs are relatively cost-effective to implement and administer, especially because cct can boost local economies through consumption and entrepreneurship. This tool has been widely implemented to alleviate poverty, enhance educational achievement, and incentivize entrepreneurship by investing in human capital. Similar programs implemented in other countries (such as PROGRESA in Mexico and Avancemos in Costa Rica) have proven effective in reducing poverty by improving households’ financial situation without reducing their labor force participation (Skoufias and Di Maro, 2006; Meza-Cordero and Gulemetova, 2023). In the educational field, these programs have increased school attendance and the number of students completing their studies. For example, Avancemos increased school attendance by 27% and added an average of 0.72 years of schooling (Meza-Cordero and Gulemetova, 2023), while PROGRESA also reported long-term positive effects on education (Behrman et al., 2011).

			

			Regarding entrepreneurship, while not the primary objective of ccts, increasing human capital can lead to improved business skills (Jones, 2016). Previous studies have explored the relationship between ccts and agricultural production. Specifically, Todd et al. (2010) found that conditional cash transfers in Mexico can positively impact agricultural production by enabling households to allocate more resources to productive inputs and activities. Similarly, Banerjee et al. (2015) concluded that transfers of productive assets, training, and financial support resulted in sustainable improvements in participants’ well-being.

			The effect of cct has been analyzed in depth in different contexts and regions. Most agree that these policies have a positive impact on poverty rates and the level of opportunities (Parker and Skoufias, 2000; Maluccio and Flores, 2005). However, less attention has been paid to the transmission mechanisms of this positive effect, and it is necessary to consider the short- and long-term effects. First, previous literature suggests that monetary transfers have a positive short-term effect on reducing income or consumption poverty (Fiszbein and Schady, 2009), but a non-significant effect has been found when these policies are evaluated, primarily by lowering child labor (Araujo et al., 2017; Banerjee et al., 2017). One of the main transmission mechanisms is entrepreneurship (Sutter et al., 2019), which has been considered a driver of economic development (Desai, 2011) by promoting economic activity and self-support (De Mel et al., 2008; Bruton et al., 2013). Therefore, a direct positive effect of cct is complemented by an indirect impact through entrepreneurship, which can generate stable income and wealth for beneficiaries.

			The novelty of our paper is twofold. First, we examined whether cct positively affects beneficiaries’ living conditions by employing non-parametric methods to avoid bias in the estimates. Second, although several papers have studied the impact of these public policies on consumption or child labor, limited attention has been given to their effect on entrepreneurship. Therefore, this paper’s contribution is to evaluate the effect of the Ecuadorian cash transfer program on the probability of entrepreneurship.

			For our analysis, we used data from the National University of Loja, which collected data on Bono de Desarrollo Humano (bdh) and Crédito de Desarrollo Humano (cdh) beneficiaries among the total population supported in the city of Loja. The survey includes detailed information about social and economic characteristics, entrepreneurship, and living conditions for 2018-2021. With this information, we applied the Propensity Score Matching (psm) approach to estimate the causal effect of being a beneficiary of cdh by comparing the cdh group with a matched bdh sample with the same characteristics.

			We report two main results. First, regarding entrepreneurship, we find that individuals who receive support from the cdh show higher probabilities of being entrepreneurs. Thus, participation in this program positively influences local economic activity. Second, we find a positive effect of the program on perceived living conditions, namely, cdh participants consider they have a higher capacity to satisfy their basic needs. However, when considering the housing quality index, we find that non-beneficiaries have better housing conditions than cdh beneficiaries. In addition, we show that the participation profile is characterized by the individual’s age and the number of dependents in the household.

			The outline of the paper is as follows. After the introduction, section 2 provides the theoretical framework. Section 3, presents the main variables used for our analysis and the methodology. In section 4, we summarize the main results. Finally, in section 5, we present our conclusions and final remarks.

 
			2. Background and literature

			Here, we analyze the theoretical foundations of public policies to reduce poverty and inequality and promote entrepreneurship. Implementing conditional cash transfer programs requires an analysis of the economic and social contexts.

			On the one hand, poverty is considered the most influential economic and social problem faced by most nations (Tasos et al., 2020). For example, in Latin America (la), there are 220 million poor people (43% of the population), of whom 98 million are homeless. Ecuador has experimented a reduction in these rates (Vásquez-Corral, 2022), showing levels below la with 28% of the total population living in poverty, of which 7.6% is in extreme poverty; however, the levels are still very high; thus, it is necessary to evaluate the 
effectiveness of the policies implemented to reduce these indicators.

			According to Brady (2019), the causes of poverty are related to behavioral, structural, and political characteristics. The behavioral approach focuses on economic and cultural stimuli, considering that poverty is the result of people’s inability to decide and cope with the increasing risks of an uncertain and globalized world, such as young mothers or voluntary unemployment (Bertrand et al., 2004). Regarding structural characteristics, it is considered that the primary determinant of the poverty condition is the context in which individuals live, specifically, the demography and labor market. In this case, the individual’s capacities are relegated, and the entire effect comes from the environment. Finally, the previous literature concludes that poverty results from unequal income distribution.

			On the other hand, unequal income distribution in Latin America and the Caribbean (lac) is associated with disparities in the distribution of human and physical assets, as well as unequal access to markets and services (Gandelman et al., 2011), which also implies problems in covering basic needs. For instance, in the Mexican case, several studies point out inequa-
lity in terms of living conditions, particularly due to the reduced accessibility to social services, such as healthcare, housing, and education (Oehmichen, 2001; Saporito, 2011).

			This topic has received attention from various international organizations and governments by placing poverty alleviation at the top of the development agenda. Many poor households are liquidity-constrained, affecting them in two ways. First, lack of income can directly affect households’ access to goods and services. Second, an indirect transmission mechanism can make it 
difficult for borrowers to invest in entrepreneurship. Policymakers have implemented several public policies such as Conditional Cash Transfers (cct). In la, cct started in Brazil in the 1990s, continued in Mexico, Honduras, and Nicaragua, and have eventually been applied throughout the region. 
cct can be oriented to reduce poverty, improving nutrition, investing in human capital, and empowerment. In this sense, numerous studies have analyzed the impact of these programs on school enrollment and living conditions (Behrman et al., 2011; Ponce and Bedi, 2010; Schultz, 2004), but entrepreneurship has received less attention (Nieto, 2019).

			Entrepreneurship involves the discovery, evaluation, and exploitation of opportunities (Shane, 2003), which can be associated with two situations. First, entrepreneurship is oriented toward capitalizing on profit by taking advantage of an unexploited opportunity (Acs, 2006; Desai, 2011). Second, entrepreneurship activities can also be determined by necessity, namely, individuals engage in and promote economic activities to avoid unemployment (Temkin, 2009). The latter situation characterizes public policy beneficiaries, as they often lack access to stable employment—their primary and often only source of income. The literature also distinguishes between formal and informal entrepreneurship, which is characterized by the registration status of appropriate government agencies. The latter is usually related to an unskilled labor force (Temkin, 2009) and low-quality products (La Porta and Shleifer, 2014).

			First, these economic activities can favor access to higher income levels, which have a direct positive effect on the level of poverty. Second, entrepreneurship can empower marginalized individuals and create opportunities for social change. Additionally, business growth can create employment and increase productivity, indirectly reducing poverty. Therefore, entrepreneurship can address poverty and social exclusion by stimulating economic growth and job creation (Kimmitt et al., 2020; Sutter et al., 2019). Thus, policies that generate employment and wage income are crucial for reducing poverty, such as microfinancing, which has funded most entrepreneurial activities.

			In the Ecuadorian context, the government has developed different strategies and public policies to reduce poverty rates and inequality. In particular, bdh is a cct program oriented to households with high poverty levels. The bdh program was created in 2003 by merging two existing programs: Bono Solidario and Beca Escolar. This program selects beneficiaries using an individual strategy participation named system of selection of beneficiaries of social programs (selben), which identify those households with structural deficiencies (Ponce and Bedi, 2010). Since its implementation, the value of the voucher has experienced progressive increases: from usd$ 15 in its initial years, to usd$ 30 in 2007, usd$ 35 in 2009, and finally usd$ 50 in 2013. This amount can reach usd$ 55 per month, adjusted according to the number of children and the household’s socioeconomic status.

			This program has two main objectives: reducing extreme poverty through monthly monetary transfers to beneficiaries and improving human capital formation among low-income families.

			In this sense, cct can affect income poverty and inequality as well as social outcomes such as attainment in education and health, and it can also affect economic performance. bdh can help households alleviate credit cons-
traints by fostering savings, investment, and access to credit. They allow households to smooth consumption, and secure and accumulate assets by promoting access to economic opportunities. Previous studies have found a positive effect of this program, especially regarding to school enrolment (Vos et al., 2001; Schady and Araujo, 2006; Oosterbeek et al., 2008), children’s nutritional status (León and Younger, 2007) or and cognitive achievement (Ponce and Bedi, 2010). These results allow us to conclude that the program has a positive effect on social indicators, but there is a lack of information on entrepreneurship.

			Given the importance of entrepreneurship in poverty reduction, Ecuador implemented a variation in the bdh called cdh, which allows beneficiaries to receive accumulated monthly monetary transfers. This may give beneficiaries initial money to engage in business activities but comes with some conditions and costs. Specifically, cdh recipients must participate in training programs before receiving the transfer and must be available for agency checks. In addition, the transfer costs 5%, which is deducted from the transfer amount. An essential aspect of this program is that it goes beyond the traditional objective of smoothing consumption and accumulating human capital by generating synergies with productive activities. Furthermore, entrepreneurs must be available for agency checks starting in the first month. These randomly conducted visits aim to verify that activities are in progress and to identify potential implementation issues. If difficulties are identified, the Ministry of Agriculture and Livestock may be called upon for technical visits (Martínez et al., 2017).

			Based on the nature of Ecuadorian social programs and previous literature, we consider analyzing the effect of cdh on entrepreneurial activities and beneficiaries’ living conditions.

 
			3. Methodology and data

 
			3.1. Methodology

			One of the main problems in estimating the effect of public policy is the presence of bias in the selection of participants, which is usually conditioned by observable and unobservable variables and determined by public agencies. Therefore, relying on traditional methods such as ordinary least squares (ols) can produce biased results. To address this issue, the literature on public policy evaluation suggests the use of other methodologies, such as regression discontinuity design, difference-in-differences, or instrumental variables (IV) approaches, which solve the selection problem based on unobservable variables (King and Nielsen, 2019; Hünermund and Czarnitzki, 2019). However, these methods require a specific data structure and the presence of certain variables to instrument the endogenous variable. Specifically, Regression Discontinuity Design (rdd) could be feasible if there was an explicit cutoff in the selection score for cdh eligibility, and a synthetic difference-in-differences approach (combining synthetic control methods with difference-in-differences) could be used if panel data were available. Such approaches have more stringent assumptions but offer greater credibility in estimating causal effects. Unfortunately, our data lacked a sharp eligibility threshold and did not include extensive pre-program observations, so implementing rdd or synthetic control was impossible in this study.

			

			Given the nature of our data and following previous studies (Serio and Herrera, 2021; Ikira and Ezzrari, 2021; Bouincha et al., 2024), we employed Propensity Score Matching as our identification strategy. Under certain conditions, this procedure allows us to compute the effect of the public program or treatment in terms of the difference in outcomes between subsidized (treated) individuals and a control group of non-subsidized individuals by pairing treatment observations with control observations that have similar probabilities of receiving the treatment (the “propensity score”) based on a set of observed characteristics. This method attempts to simulate a randomized experiment and remove bias due to observable covariate differences between groups. The difference in the average outcomes between matched cdh recipients and matched bdh-only individuals can be interpreted as the causal effect of the treatment on the treated.

			Consider that each individual can have two states, we represent by T = 1 if the individual has been subsidized, and by T = 0 otherwise. The treatment effect on individual i can be written as:
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			Y1i denotes the treatment outcome if the individual obtained the subsidy and Y0i if the individual was not subsidized. To evaluate the impact of public support on subsidized individuals, most studies are interested in the estimation of the Average Treatment Effect on the Treated (atet):
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			The fundamental evaluation problem arises because we can observe only one of the potential treatment outcomes for each individual i (Holland, 1986). If subsidies were assigned randomly, this issue could be addressed by comparing the outcomes of treated and untreated individuals. However, access to social benefits is not randomly assigned, which could lead to selection bias (Heckman, 1979).

			This bias can emerge from two different sources. First, public support is conditioned to show the specific social and economic characteristics as eligibility. Second, another source of bias may arise because bdh beneficiaries can decide whether to claim a cdh.

			Therefore, we need to estimate the counterfactual, that is, to construct a control sample of individuals with characteristics similar to those of the treated group. Given the difficulty of identifying individuals with the same characteristics, one alternative is using the psm. Through this non-parametric approach, we condense the information of all characteristics (X) into only one, the estimated likelihood of program participation conditioned on X (Rosenbaum and Rubin, 1983).

			This methodology is based on the Conditional Independence Assumption (cia), which indicates that, given a set of observable covariates (X) that are not affected by the treatment, potential outcomes are independent of the treatment assignment (Rubin, 1977):
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			Under this assumption, we can compute the atet as the mean of the 
estimated individual treatment effects:
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			Where is the difference between a treated unit and its non-treated counterfactual? This is an effect of each individual receiving public support.

			As mentioned, psm only controls for observable differences, which is an important limitation to consider when determining whether the effect is causal. Recent critiques by King and Nielsen (2019) and Guo et al. (2020) have raised concerns that psm does not always eliminate bias and can even worsen covariate imbalances in finite samples. Achieving balance on the observed covariates in the matched sample does not guarantee unbiased estimation if important confounders are omitted or if the propensity score model is misspecified. The estimated treatment effect might reflect a spurious correlation rather than a causal impact. In addition, the presence of unobservable differences between cdh beneficiaries and non-beneficiaries could still bias results. We are mindful of these critiques and thus interpret the psm results with appropriate caution. We discuss this limitation in the conclusions.

			We perform several robustness checks on the psm results to strengthen our analysis by trying different specifications and ensuring that the matching procedure is thorough. We justify the set of covariates included in the propensity score model based on economic theory and prior empirical findings to bolster the plausibility of cia.

			Data and variables

			To analyze the effect of cdh, this study uses data coming from a survey carried out by the Universidad Nacional de Loja,1 which covers the period 2018-2021 and is focused on the beneficiaries of bdh residents in Loja, Ecuador. We consider this region in the analysis because of its high participation in social protection programs and its representativeness in the Ecuadorian context. According to data from the National Institute of Statistics and Census, Loja had an income poverty rate of 23.6% in 2021, one of the highest among intermediate-sized cities in the country. Furthermore, according to figures from the Ministry of Economic and Social Inclusion (mies), a considerable percentage of urban households in Loja have benefited from bdh and cdh, which allows for a rigorous evaluation of the impact of these policies. The city also has diverse socioeconomic dynamics, an active academic community, and a cultural tradition that favors the collection and analysis of reliable information. These characteristics make Loja a relevant case study for understanding the effects of public policies on living conditions. The questionnaire contained information on 614 households about social and economic household characteristics (such as educational level and housing quality). Our analyses included all individuals in the sample, although we excluded those who did not report information on the main variables considered in the study. This leaves us with 510 observations. 

			From the total number of households, 137 (27%) indicated participation in a cdh program from 2018 to 2021. We used this information to construct our treatment indicator, a binary variable that takes the value of one if the individual participated in the above mentioned public program. As expected, the statistics in table 1 show that the sample averages of supported households are different from those of non-supported households, especially regarding gender and the number of dependents. Regarding the latter, the supported group had a lower percentage of having one or no dependents but a higher rate when considering the category of more than five dependents. The correlation analysis in table A.1 of the Appendix indicates no serious multicollinearity problem among independent variables since correlation coefficients are small, in absolute value.

			As we have indicated, we aim to evaluate the impact of program participation on both individuals’ entrepreneurship and quality of life. Therefore, we employed different outcome variables to test the program’s effectiveness. First, regarding entrepreneurship, we consider a binary variable that represents individuals’ decisions to engage in entrepreneurship activities, which takes the value 1 for individuals who have self-employment activities and zero otherwise. Second, we consider the perception of quality of life as an indicator of an individual’s ability to satisfy their basic needs. This indicator is based on a Likert scale ranging from 1 to 4, where 1 indicates an unsatisfactory condition, and 4 indicates an entirely satisfactory condition.

			Table 1. Descriptive statistics

			
				
					
					
					
					
					
					
					
					
					
				
				
					
							
							
							Beneficiaries CDH

						
							
							
							Non-beneficiaries CDH

						
							
							
							Mean difference

						
							
							p-value

						
					

					
							
							
							Mean

						
							
							S.D.

						
							
							
							Mean

						
							
							S.D.

						
							
					

					
							
							Probability of entrepreneurship

						
							
							0.942

						
							
							0.234

						
							
							
							0.369

						
							
							0.483

						
							
							
							0.573

						
							
							0.000

						
					

					
							
							Perceived living conditions

						
							
							2.619

						
							
							0.928

						
							
							
							2.556

						
							
							0.911

						
							
							
							0.063

						
							
							0.493

						
					

					
							
							Housing quality index

						
							
							1.993

						
							
							0.838

						
							
							
							3.701

						
							
							1.317

						
							
							
							-1.708

						
							
							0.000

						
					

					
							
							Age

						
							
							39.482

						
							
							9.711

						
							
							
							38.911

						
							
							12.211

						
							
							
							0.571

						
							
							0.620

						
					

					
							
							Male

						
							
							0.058

						
							
							0.234

						
							
							
							0.092

						
							
							0.289

						
							
							
							-0.034

						
							
							0.213

						
					

					
							
							Secondary and tertiary educational level dummy

						
							
							0.324

						
							
							0.470

						
							
							
							0.329

						
							
							0.470

						
							
							
							-0.005

						
							
							0.913

						
					

					
							
							Marital status

						
							
							
							
							
							
							
							
							
					

					
							
							Single

						
							
							0.259

						
							
							0.440

						
							
							
							0.356

						
							
							0.479

						
							
							
							-0.097

						
							
							0.038

						
					

					
							
							Married

						
							
							0.424

						
							
							0.496

						
							
							
							0.402

						
							
							0.491

						
							
							
							0.023

						
							
							0.641

						
					

					
							
							Other marital status

						
							
							0.317

						
							
							0.467

						
							
							
							0.243

						
							
							0.429

						
							
							
							0.074

						
							
							0.091

						
					

					
							
							Dependents

						
							
							
							
							
							
							
							
							
					

					
							
							0-1

						
							
							0.079

						
							
							0.271

						
							
							
							0.197

						
							
							0.398

						
							
							
							-0.118

						
							
							0.001

						
					

					
							
							2-3

						
							
							0.468

						
							
							0.501

						
							
							
							0.456

						
							
							0.499

						
							
							
							0.012

						
							
							0.808

						
					

					
							
							4-5

						
							
							0.281

						
							
							0.451

						
							
							
							0.278

						
							
							0.448

						
							
							
							0.003

						
							
							0.947

						
					

					
							
							More than 5

						
							
							0.173

						
							
							0.379

						
							
							
							0.070

						
							
							0.256

						
							
							
							0.103

						
							
							0.000

						
					

					
							
							Residence in the central area

						
							
							0.496

						
							
							0.502

						
							
							
							0.445

						
							
							0.498

						
							
							
							0.052

						
							
							0.298

						
					

					
							
							Observations

						
							
							139

						
							
							
							
							371

						
							
							
							
							
					

				
			

			Notes: S.D.= Standard Deviation. The mean difference test is a t-test for continuous variables, and a two-sample z-test of proportions for dummy variables.

			Source: our elaboration.

			As the individual’s perception may bias this indicator, we consider another dependent variable, which refers to housing quality. We follow Peragine et al. (2021) to create this variable by summing binary values, where the value of 1 indicates that they have a basic service for five housing services (such as public supply of water, electricity, sewerage system, refuse collection, and Internet). This variable has a maximum score of 5 and a Cronbach’s alpha of 0.801,2 indicating good internal consistency (Gliem and Gliem, 2003).

			Following the related literature and considering our theoretical framework, we select various control variables that could influence an individual’s participation status. First, we consider the age of the head of household (measured as the number of years of the individual), since younger people are expected to be more risk-averse; thus, they would show a higher probability of being a cdh beneficiary. In addition, we consider that older people are less motivated to engage in this kind of activity and would prefer the security of monthly payments, and adults of intermediate ages may show a different pattern of participation depending on their motivation and needs. Therefore, we include the individual’s number of years and its square to allow for non-linearities in the relationship.

			In addition, we include gender in the analysis since more public policies are usually oriented to specific groups of individuals. However, this effect can be ambiguous. First, we expect that men tend to participate more frequently because, commonly, they are the heads of the household. Second, women tend to be less likely to be in stable employment; therefore, they seek new income opportunities. Microcredit has generally been promoted as a tool for women’s empowerment; however, its effectiveness is debatable. Garikipati (2013) suggests that the impact of microcredit on women’s empowerment depends on the indicators used to measure it, finding that, although it can improve certain economic aspects, it does not necessarily lead to comprehensive empowerment. While Li et al. (2011) and Aguilar-Pinto et al. (2017) found that microcredit significantly impacted women’s empowerment. In this regard, we include a binary variable that takes the value of one when the head of the household is a man and zero otherwise.

			In this sense, we include educational level and marital status as determinants of cdh participation. The first is considered an essential predictor, because the higher the academic level, the greater the probability of accessing a formal job. The latter effect would be related to the need to obtain a higher income level, especially when the presence of dependents complements marital status. 


			4. Results

			

			Determinants of cdh participation

			The main results of the psm approach are analyzed in two steps. First, the results in table 2 show the effect of social and economic characteristics on the probability of accessing cdh. We report the estimated coefficients (columns 1 and 3) and marginal effects (columns 2 and 4) for a better interpretation. The results in columns (1) and (2) show the determinants of participation in the cdh program before the matching procedure to estimate the propensity score. 

			Table 2. Probability of being a CDH beneficiary. Probit model

			
				
					
					
					
					
					
					
				
				
					
							
							Variables

						
							
							Before matching

						
							
							
							
							After matching

						
							
					

					
							
							(1)
Coef.

						
							
							(2)
dy/dx

						
							
							
							(3)
Coef.

						
							
							(4)
dy/dx

						
					

				
				
					
							
							Age

						
							
							0.1278***

						
							
							0.0432***

						
							
							
							0.0014

						
							
							0.0006

						
					

					
							
							
							(0.0447)

						
							
							(0.0150)

						
							
							
							(0.0589)

						
							
							(0.0236)

						
					

					
							
							Age2

						
							
							-0.0015***

						
							
							-0.0005***

						
							
							
							0.0000

						
							
							0.0000

						
					

					
							
							
							(0.0005)

						
							
							(0.0002)

						
							
							
							(0.0007)

						
							
							(0.0003)

						
					

					
							
							Gender

						
							
							-0.1567

						
							
							-0.0448

						
							
							
							-0.0379

						
							
							-0.0150

						
					

					
							
							
							(0.2357)

						
							
							(0.0784)

						
							
							
							(0.3228)

						
							
							(0.1275)

						
					

					
							
							Educational level

						
							
							0.0422

						
							
							0.0142

						
							
							
							0.0652

						
							
							0.0262

						
					

					
							
							
							(0.1390)

						
							
							(0.0453)

						
							
							
							(0.1730)

						
							
							(0.0694)

						
					

					
							
							Marital status

						
							
							
							
							
							
					

					
							
							Single

						
							
							-0.1595

						
							
							-0.0496

						
							
							
							-0.0084

						
							
							-0.0035

						
					

					
							
							
							(0.1659)

						
							
							(0.0536)

						
							
							
							(0.2215)

						
							
							(0.0889)

						
					

					
							
							Married

						
							
							-0.1074

						
							
							-0.0336

						
							
							
							-0.0196

						
							
							-0.0080

						
					

					
							
							
							(0.1507)

						
							
							(0.0478)

						
							
							
							(0.1919)

						
							
							(0.0768)

						
					

					
							
							Dependents

						
							
							
							
							
							
					

					
							
							0-1

						
							
							-0.3527*

						
							
							-0.1214*

						
							
							
							-0.2156

						
							
							-0.0860

						
					

					
							
							
							(0.2001)

						
							
							(0.0682)

						
							
							
							(0.2969)

						
							
							(0.1183)

						
					

					
							
							

							Dependents

						
							
							
							
							
							
					

					
							
							4-5

						
							
							-0.0772

						
							
							-0.0248

						
							
							
							-0.2003

						
							
							-0.0800

						
					

					
							
							
							(0.1459)

						
							
							(0.0468)

						
							
							
							(0.1910)

						
							
							(0.0764)

						
					

					
							
							More than 5 

						
							
							0.4201**

						
							
							0.1309**

						
							
							
							-0.2243

						
							
							-0.0897

						
					

					
							
							
							(0.2016)

						
							
							(0.0616)

						
							
							
							(0.2493)

						
							
							(0.0999)

						
					

					
							
							Place of residence

						
							
							0.0974

						
							
							0.0343

						
							
							
							0.0260

						
							
							0.0104

						
					

					
							
							
							(0.1224)

						
							
							(0.0392)

						
							
							
							(0.1600)

						
							
							(0.0640)

						
					

					
							
							Observations

						
							
							510

						
							
							
							
							262

						
							
					

					
							
							Log. Likelihood

						
							
							-282.716

						
							
							
							
							-180.542

						
							
					

					
							
							χ2 global (p-value)

						
							
							0.002

						
							
							
							
							0.995

						
							
					

					
							
							Under ROC curve area

						
							
							0.652

						
							
							
							
							0.553

						
							
					

				
			

			Notes: *** p-value < 0.01; ** p-value < 0.05; * p-value < 0.1. Robust standard errors in parentheses. Marginal effects 
(dy/dx) are computed at sample means. The marginal effect corresponds to a change from 0 to 1 for dummy variables. 
All models include a constant. Excluded variables: Other marital status; have 2-3 dependents.

			Source: our elaboration.

			The results show two main participation status determinants, age and the number of dependents. The first is an essential predictor with a non-linear relationship with an inverted “U” shape (see figure A.1. in the Appendix), namely, there is a saturation point beyond which a further increase in several years does not yield an increase in the cdh’s participation probability. While the latter reflects the importance of necessities, the higher the number of dependents, the higher the probability of participating in the cdh program. Notably, there is no significant effect of gender or educational level. However, this may be related to the similarities in the samples regarding these indicators, since the two groups are beneficiaries of the bdh program, aimed at people who do not exceed a certain income threshold.

			Impact of cdh on entrepreneurial and living conditions

			

			To estimate the effect of cdh using the psm approach, it is necessary to match each treated unit with a non-treated one that shows similar characteristics. In this study, we consider a matching algorithm that allows individuals to be matched more than once and imposes a common support to obtain reliable matches. However, this methodology only reduces bias if the differences between the groups disappear after the matching procedure. To test the reliability of our matching, we carry out a difference mean test (see table 3) and estimate the probit model only on the matched individuals (see table 2, columns 3 and 4). Results in table 2 show that after the matching procedure, there are no significant variables as predictors of cdh participation status, namely, the averages of explanatory variables in the probit model converge after the matching process. In addition, the area under the roc curve falls to 0.5, which means the model is not significant in predicting the values. 

			Table 3. Mean-test after the matching procedure

			
				
					
					
					
					
					
				
				
					
							
							
							Treated

						
							
							Control

						
							
							Mean difference

						
							
							p-value

						
					

					
							
							Age

						
							
							39.214

						
							
							39.237

						
							
							-0.023

						
							
							0.985

						
					

					
							
							Gender

						
							
							0.053

						
							
							0.046

						
							
							0.007

						
							
							0.777

						
					

					
							
							Educational level

						
							
							0.328

						
							
							0.305

						
							
							0.023

						
							
							0.692

						
					

					
							
							Marital status

						
							
							
							
							
					

					
							
							Other status

						
							
							39.214

						
							
							39.237

						
							
							-0.023

						
							
							0.985

						
					

					
							
							Single

						
							
							0.053

						
							
							0.046

						
							
							0.007

						
							
							0.777

						
					

					
							
							Married

						
							
							0.328

						
							
							0.305

						
							
							0.023

						
							
							0.692

						
					

					
							
							Dependents

						
							
							
							
							
					

					
							
							0-1 

						
							
							0.084

						
							
							0.099

						
							
							-0.015

						
							
							0.670

						
					

					
							
							2-3 

						
							
							0.496

						
							
							0.427

						
							
							0.069

						
							
							0.266

						
					

					
							
							4-5 

						
							
							0.298

						
							
							0.328

						
							
							-0.03

						
							
							0.596

						
					

					
							
							More than 5 

						
							
							0.122

						
							
							0.145

						
							
							-0.023

						
							
							0.588

						
					

					
							
							Place of residence

						
							
							0.496

						
							
							0.504

						
							
							-0.008

						
							
							0.902

						
					

				
			

			Notes: The mean difference test is a t-test for continuous variables, and a two-sample z-test of proportions for dummy variables.

			Source: our elaboration.

			Regarding the mean test, the results in table 3 show no significant differences between the treated and control groups after the matching procedure. We also considered visual analysis by comparing the distribution of propensity scores before and after the matching procedure (see figure A.2. in the Appendix), and the results show that the distribution between treated and control units is the same after matching. Therefore, the quality of the matching procedure can be considered satisfying, and the estimation of atet can be regarded as unbiased. 

			About the impact of the cdh using the psm approach, it is necessary to point out that the population analyzed is all beneficiaries of the bdh; that is, the treated and the controls are recipients of this cct program. Therefore, the treated group comprises people who receive an accumulated cash transfer rather than a monthly payment. The effect of grants on household conditions is estimated using nearest neighbor (nnm) and kernel-based matching (kbm) algorithms. The main results (see table 4) show that the estimated effects are significant and statistically equal regardless of the matching algorithm considered. The results in table 4 also show the impact estimated using the ols method. Notably, the effects vary depending on the dependent variable, being greater for the probability of entrepreneurship and smaller and not significant for the perceived living conditions. Finally, although the effect is similar when considering the housing quality index, we consider ols estimates biased, making it necessary to assess the impact using the psm approach.

Table 4. Average Treatment Effect on the Treated (ATET)

			
				
					
					
					
					
					
					
					
					
					
				
				
					
							
							
							(1)

						
							
							
							(2)

						
							
							
							(3)

						
					

					
							
							Probability of entrepreneurship

						
							
							
							Perceived living conditions

						
							
							
							Housing quality 
index

						
					

					
							
							ATET
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			Notes: *** p-value < 0.01; ** p-value < 0.05; * p-value 0.1; S.E. Standard Errors bootstrapped 200 times. 
NNM (1) = Nearest Neighbor Matching with one neighbor. Comm = Common support. Cal(0.01) = The maximum distance between the treated and control units is 0.01. Kernel = Matching using the kernel algorithm.

			Source: our elaboration.

			First, we find a positive effect on the probability of investing in cash transfers for business creation. This result coincides with Covarrubias et al. (2012), although other authors (Flores-Romero, 2010) suggest that this type of program does not significantly affect investments. In this sense, the results support the idea that cdh beneficiaries tend to be more entrepreneurs, which may favor local economies through the stimulus of economic activity. In addition, the living conditions of cdh beneficiaries can also be improved, since new entrepreneurs would have more money to meet their needs.

			Second, although the living conditions were not an explicit objective of the cdh, we evaluate their impact because the program could affect them through different mechanisms. To assess the program’s impact on living conditions, we used a question about their satisfaction with the ability to cover their basic needs. Our findings (table 4, column (2)) prove that government-administered cash transfers reduce poverty by affecting individuals’ capacity to satisfy their basic needs. This variable is measured through a Likert-type measure of four items; therefore, individuals’ perceptions may affect the results. With this concern, we also analyze their housing quality with a proxy variable (table 4 column (3)) based on observable characteristics rather than their perception. The results contradict those found to perceive living conditions, since an adverse effect is seen. This apparent discrepancy is common in microfinance programs targeting low-income women, where participants often report greater empowerment and optimism, but no immediate improvements in material well-being are observed. In our context, a possible explanation is that people involved in entrepreneurial activities perceive their conditions as better, perhaps because they have higher income expectations or a sense of autonomy in running a business. However, their housing conditions may deteriorate during the initial stages of entrepreneurship. This pattern is consistent with the idea that the initial impact of the cdh is to boost beneficiaries’ feelings of empowerment and prospects. Simultaneously, tangible improvements in housing may take longer to materialize.

			5. Conclusions and final remarks

			Social protection programs have been implemented in many low—and middle-income countries due to their effectiveness in reducing poverty, vulnerability, and inequality. In Loja’s case of ccts, the bdh offers an alternative to receiving accumulated cash transfers to carry out business activities through the cdh program.

			Evaluating the cdh using a propensity score matching setting, we found a positive effect of this program on the propensity to entrepreneurship for 2018-2021. The average treatment effect shows that people who choose to anticipate conditional cash transfers tend to be more self-employed. These results indicate that anti-poverty policies should be geared towards improving access to physical capital and income-generating activities to enable social mobility. In addition, we find that participation in this program directly affects perceived living conditions. Beneficiaries consider that they can cover their basic needs more than non-beneficiaries. These results allow us to conclude that the cdh program has a positive effect, even when comparing beneficiaries with those who receive another cct (specifically, bdh). The results for the housing quality index show that non-beneficiaries have better housing conditions, which may be related to the cdh beneficiaries’ necessity to engage in entrepreneurship. This indicates that it would be necessary to implement various instruments that complement each other and prevent unexpected adverse effects when implementing the transfer policy, such as housing, food, or education policies.

			However, it is remarkable that the study’s results are affected by the fact that participation in the cdh is optional; beneficiaries self-select into the program based on characteristics that may not be observable. This limitation implies that our estimated effects should be interpreted cautiously, as psm may not fully account for all unobservable differences between cdh participants and non-participants. We have attempted to mitigate this concern through robustness checks and careful matching, but the possibility of residual selection bias remains.

			Regarding the determinants of participation in the cdh program, the results show that participation status is characterized by the individual’s age and number of dependents. In the first case, the analysis reveals a non-linear relationship exhibiting an inverted U-shape. In the latter, a linear pattern is estimated where the probability of participation in this program is greater for households with more dependents. Therefore, we conclude that the needs of the individual determine involvement in this program; that is, the probability of participating is higher for those with more family demands.

			Based on the results of this study, three future research questions can be mentioned. First, it would be interesting to analyze the underlying reasons for the greater impact on the living conditions of cdh beneficiaries than on those who receive bdh cash transfers. Secondly, the results of the study are affected because participation in the cdh is optional, so the beneficiaries self-selected based on characteristics that may not be observable. We found some diffe-
rences in some observable characteristics, implying that it would be necessary to apply other techniques that control for non-observable factors. Thirdly, while these results are promising, more research is needed, primarily referring to different periods and regions, to generalize the effects and promote these policies in other areas. 
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			Table A.1. Pairwise correlations
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			Source: own elaboration.

			Table A.2. Internal consistency analysis (Cronbach’s alpha)

			
				
					
					
					
					
					
					
				
				
					
							
							

							Statistics for scale

						
							
							N

						
							
							Mean

						
							
							S.D.

						
							
							
					

					
							
							5

						
							
							2.690

						
							
							1.778

						
							
							
					

					
							
							
							Mean

						
							
							Min.

						
							
							Max.

						
							
							Range

						
							
							Variance

						
					

					
							
							Item means

						
							
							0.537

						
							
							0.396

						
							
							0.787

						
							
							0.391

						
							
							0.026

						
					

					
							
							Item variances

						
							
							0.228

						
							
							0.168

						
							
							0.249

						
							
							0.081

						
							
							0.001

						
					

					
							
							Inter-item correlations

						
							
							0.445

						
							
							0.280

						
							
							0.683

						
							
							0.402

						
							
							0.015

						
					

					
							
							Items

						
							
							Scale mean 
if item deleted

						
							
							Scale variance if item deleted

						
							
							Corrected item total correlation

						
							
							Squared multiple correlation

						
							
							Alpha 
if item 
deleted

						
					

					
							
							Water

						
							
							2.08

						
							
							2.031

						
							
							0.640

						
							
							0.456

						
							
							0.741

						
					

					
							
							Electricity

						
							
							1.90

						
							
							2.272

						
							
							0.583

						
							
							0.390

						
							
							0.762

						
					

					
							
							Internet

						
							
							2.25

						
							
							2.291

						
							
							0.416

						
							
							0.206

						
							
							0.812

						
					

					
							
							Sewerage system 

						
							
							2.29

						
							
							2.034

						
							
							0.636

						
							
							0.516

						
							
							0.742

						
					

					
							
							Refuse collection

						
							
							2.22

						
							
							1.997

						
							
							0.648

						
							
							0.511

						
							
							0.738

						
					

					
							
							
							
							Alpha

						
							
							
							Standardized Item Alpha

						
					

					
							
							Reliability coefficients

						
							
							
							0.799 

						
							
							
							0.801

						
					

				
			

			Source: own elaboration.

			Figure A.1. Marginal effect of age on the probability of being supported
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			Source: own elaboration.

 
			Figure A.2. Kernel density of propensity score before and after matching
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			Source: own elaboration.
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			Resumen. El presente estudio examina los patrones de innovación entre países miembros de la Organización para la Cooperación y el Desarrollo Económicos (OCDE) utilizando datos del Índice Global de Innovación 2023. Se contribuye al campo empleando la aplicación de un análisis factorial exploratorio combinado con análisis de clústeres jerárquicos con el método de Ward, proporcionando una taxonomía fundamentada de los ecosistemas de innovación en economías desarrolladas. A diferencia de estudios previos, este trabajo usa reducción dimensional y clústeres para tipificar capacidades innovadoras, mediante una tipología de tres dimensiones clave y tres clústeres distintivos de países. Los resultados revelaron patrones diferenciados de capacidades innovadoras entre los países, destacando la importancia del entorno institucional, la infraestructura, y la sostenibilidad en el desempeño innovador.
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			Innovation ecosystems: segmentation and analysis of oecd countries

			Abstract. This study examines innovation patterns among Organization for Economic Cooperation and Development (oecd) member countries using data from the 2023 Global Innovation Index. It contributes to the field by applying exploratory factor analysis combined with hierarchical cluster analysis using Ward’s method, which provides an informed taxonomy of innovative ecosystems in developed economies. Unlike previous studies, this paper uses dimensional reduction and clusters to categorize innovative capabilities using a three-dimensional typology and three distinctive country clusters. The results revealed differentiated patterns of innovative capabilities among countries, emphasizing the importance of the institutional environment, infrastructure and sustainability in innovative performance.

			Key words: innovative ecosystems; cluster analysis; innovative capabilities; oecd countries; innovation typology.

		

		

		

			1. Introducción

 
			La innovación se considera un pilar fundamental para el desarrollo económico y social en un mundo cada vez más globalizado (Nakano et al., 2022; Cui y Li, 2022). Bajo este contexto, los países se encuentran en una búsqueda constante de estrategias efectivas para fortalecer y potenciar sus ecosistemas de innovación (Huang et al., 2023). La Organización para la Cooperación y el Desarrollo Económicos (ocde), que agrupa algunas de las economías más avanzadas y dinámicas del mundo, se presenta como un terreno fértil para analizar y comprender cómo es que la innovación y la creatividad contribuyen al crecimiento económico y al bienestar social de las naciones.

			Las naciones líderes en innovación no sólo disfrutan de una ventaja económica, sino también establecen estándares y prácticas que repercuten a lo largo de cadenas de valor internacionales y ecosistemas empresariales (Liao et al., 2023; Rossi et al., 2023). Esta dinámica resalta la importancia estratégica de la innovación como un elemento crucial que trasciende fronteras geográficas y sectores económicos (Serrano, 2016). La capacidad para innovar determina cómo las naciones pueden adaptarse a los cambios rápidos y a menudo disruptivos en la economía mundial, mismo que es crucial para sostener el crecimiento económico y el progreso social a largo plazo (Giraldo et al., 2024; Huang, 2024).

			Desde una perspectiva metodológica, la selección de los países de la ocde como objeto de análisis responde a criterios específicos y fundamentos teóricos, pues presentan homogeneidad en los sistemas de recolección de datos y comparabilidad en indicadores de innovación, elementos esenciales para análisis multivariantes robustos. Teóricamente la ocde constituye un conjunto de economías con niveles de desarrollo similares que han alcanzado umbrales críticos de capacidad institucional e infraestructura tecnológica, lo que permite identificar patrones de innovación diferenciados sin las distorsiones que introducirían economías con disparidades estructurales extremas. En adición, los países de la ocde representan aproximadamente 70% del pib mundial y concentran la mayor proporción de inversión global en I+D, constituyendo un espacio analítico relevante para comprender las dinámicas de innovación que serán difundidas después hacia otras economías.

			A pesar de contar con literatura sobre innovación, existe una brecha en la comprensión de cómo los diferentes componentes de innovación interactúan específicamente en el contexto de los países de la ocde, por lo que, surgió la siguiente pregunta de investigación: ¿cuáles son los patrones de innovación que se observan entre los países miembros de la ocde y cómo se pueden agrupar estos países con relación a sus capacidades de innovación?

			Esta investigación parte del supuesto de que los países de la ocde presentan configuraciones diferenciadas en sus capacidades de innovación, que pueden ser agrupadas en patrones distintivos basados en tres dimensiones latentes: fortaleza institucional y creatividad, infraestructura y capital para la innovación, y sostenibilidad y difusión del conocimiento. 

			Asimismo, se propone también que existe una segmentación natural de los países ocde en tres grupos diferenciados, según sus perfiles de innovación: líderes integrales con fortalezas equilibradas en todas las dimensiones, especialistas institucionales con ventajas comparativas en entorno regulatorio y creatividad, y países con capacidades emergentes concentradas en sostenibilidad y difusión del conocimiento.

			Para abordar este aspecto, el objetivo del estudio se centró en analizar los subíndices de innovación en los países de la ocde, tomando como referencia el Índice Global de Innovación 2023, que evalúa el desempeño de los ecosistemas de innovación a nivel mundial (Coutinho y Au-Yong-Oliveira, 2023). Mediante la aplicación de técnicas de reducción de dimensiones y análisis de conglomerados, se planteó identificar agrupaciones estratégicas de países y examinar las diferencias significativas entre ellos en términos de su capacidad innovadora.

			La justificación para el desarrollo de estudio radica en su contribución metodológica y práctica a la literatura existente, ya que al emplear un análisis factorial exploratorio y un análisis de clúster de conglomerados, la investigación proporciona una comprensión más profunda de las complejas interacciones entre las variables que impulsan la innovación. Además, al revelar cómo es que los países de la ocde se agrupan en torno a estas dimensiones, se aportan perspectivas prácticas para el desarrollo de políticas diferenciadas y se ofrece un marco para la colaboración internacional y el benchmarking estratégico. Esta investigación tiene la intención de servir como un instrumento analítico para los responsables de la formulación de políticas, investigadores y empresarios, ofreciendo una perspectiva detallada de los ecosistemas de innovación de los países miembros de la ocde.

			El trabajo se compone de seis secciones, incluyendo esta introducción: en la segunda sección se describe el marco teórico y contextual, y se desarrollan los fundamentos conceptuales de los ecosistemas de innovación; la tercera sección  describe el diseño de investigación, la selección de indicadores y la estrategia analítica empleada; la cuarta sección presenta los hallazgos del análisis factorial y de conglomerados; mientras que la discusión, interpretación de los resultados y validación del marco conceptual propuesto se presenta en la quinta sección; la última sección sintetiza las contribuciones teóricas e implicaciones para política de innovación.

 
			2. Marco teórico y contextual

			La comprensión moderna de la innovación tiene sus raíces en las teorías clásicas, entre las cuales destaca la contribución seminal de Schumpeter (1942). Su concepto de “destrucción creativa” revolucionó la comprensión del desarrollo económico, argumentando que la innovación no sólo impulsa la creación de nuevos productos y procesos, sino que también conduce a la transformación o desaparición de los existentes. Este proceso constituye el motor del cambio y el progreso económico en el sistema capitalista, donde los ciclos de renovación económica y las transformaciones en la estructura de mercado se entrelazan estrechamente con la aparición de la innovación (Markard, 2020).

			Complementando la visión de Schumpeter (1942), sobre los mecanismos de innovación, Rogers (2003) aportó una perspectiva social al fenómeno innovador. Su teoría de la difusión de innovaciones examina cómo las nuevas ideas o tecnologías se adoptan y se extienden dentro de una sociedad, enfatizando el proceso a través del cual los miembros de una comunidad o grupo social adquieren las innovaciones, destacando los factores cruciales que influyen en este proceso. Esta perspectiva social de la innovación sienta las bases para comprender cómo las innovaciones trascienden el ámbito individual para convertirse en fenómenos sistémicos, lo que condujo al análisis de los sistemas nacionales de innovación.

			El concepto de Sistemas Nacionales de Innovación (sni) constituye un elemento teórico fundamental para comprender la vigorosidad y dirección de la innovación empresarial y nacional. Desarrollado inicialmente por Freeman (1987) y posteriormente detallado por Lundvall (1992) y Nelson (1993), los sni se definen como redes interconectadas de instituciones públicas y privadas cuyas actividades e interacciones inician, importan, modifican y difunden nuevas tecnologías (Freeman, 1987). Los sni operan bajo el principio de que la innovación resulta de procesos interactivos complejos entre múltiples actores, incluyendo empresas, universidades, institutos de investigación, agencias gubernamentales y organizaciones financieras. La efectividad de estos sistemas depende no sólo de los componentes individuales, sino crucialmente de la calidad de las interconexiones, los flujos de conocimiento y los mecanismos de coordinación entre actores (Lundvall, 2007).

			En el contexto específico de países desarrollados como los de la ocde, los sni presentan características que los diferencian de economías emergentes: instituciones consolidadas de educación superior e investigación; marcos regulatorios estables que protegen la propiedad intelectual; mercados de capital desarrollados para financiar innovación, e infraestructura tecnológica avanzada que facilita la transferencia de conocimiento (Edquist, 2005). Estas características constituyen el fundamento para el desarrollo de lo que la literatura contemporánea denomina ecosistemas de innovación.

			Evolucionando desde los conceptos de sistemas nacionales, el concepto de ecosistemas de innovación representa una evolución conceptual que incorpora elementos de teoría de sistemas complejos y perspectivas de red. Los ecosistemas de innovación son sistemas abiertos formados y expandidos por un consorcio de innovación centrado en empresas que incluye universidades, inversionistas, industria, gobierno y otras combinaciones de partes interesadas a través de reacciones de agrupamiento de elementos de innovación, cadenas de valor de innovación y redes de valor, incluyendo subclústeres de innovación en evolución dinámica de investigación, desarrollo y aplicación (Huang et al., 2023).

			Esta definición operacional distingue los ecosistemas de innovación de conceptos relacionados mediante tres características distintivas que resultan fundamentales para el presente análisis: 

			Centralidad empresarial: a diferencia de los sni que adoptan una perspectiva nacional, los ecosistemas de innovación se organizan alrededor de núcleos empresariales específicos que actúan como catalizadores de la actividad innovadora.

			Dinámicas de agrupamiento: los ecosistemas exhiben propiedades emergentes derivadas de “reacciones de agrupamiento” (clustering reactions) que generan sinergias localizadas y efectos de red.

			Evolución adaptativa: los ecosistemas de innovación se caracterizan por subclústeres dinámicamente evolutivos que se adaptan continuamente a cambios tecnológicos y de mercado.

			Para efectos de la presente investigación, se adoptó la definición operacional que conceptualiza los ecosistemas de innovación como configuraciones multidimensionales de capacidades institucionales, infraestructura tecnológica y mecanismos de difusión del conocimiento que determinan el desempeño innovador agregado de una economía nacional, que además se complementa con desarrollos teóricos sobre innovación abierta y colaboración intersectorial.

			En paralelo con estos desarrollos conceptuales, Drucker (1993) enfatiza que los ecosistemas de innovación prosperan en ambientes donde el conocimiento se comparte y utiliza para crear valor, destacando la colaboración como un pilar fundamental de este proceso. En esta misma línea, las redes y la colaboración intersectorial, que incluyen empresas, academia y gobiernos, se han convertido en factores críticos para fomentar un ambiente propicio para la innovación (Bodin, 2017).

			Chesbrough (2003) propone el concepto de innovación abierta, argumentando que la integración de ideas y tecnologías externas con recursos internos es vital para el proceso de innovación. Este paradigma fomenta un ecosistema de innovación más inclusivo y diverso, donde la cooperación entre diferentes entidades se equilibra con una competencia saludable.

			La gestión del conocimiento se erige como un elemento crítico para la colaboración efectiva entre diversos actores, incluyendo la academia, el sector público, el sector productivo y la sociedad civil (Toro et al., 2022). Esta gestión no sólo facilita la articulación coherente de las acciones de estos actores, sino que también subraya la necesidad de profundizar en estudios que optimicen la eficacia de los equipos y potencien la integración del conocimiento en las instituciones.

			Estos fundamentos teóricos conducen naturalmente a la necesidad de operacionalizar los ecosistemas de innovación a través de indicadores específicos que capturen sus múltiples dimensiones constitutivas. Basándose en la literatura sobre sni y ecosistemas de innovación, se identifican tres dimensiones teóricas fundamentales que estructuran el análisis empírico del presente estudio.

			La primera dimensión, denominada Entorno Institucional y Creatividad, captura la calidad del marco institucional que sostiene la actividad innovadora. Incluye la efectividad de las instituciones formales (marcos regulatorios, protección de propiedad intelectual) e informales (cultura empresarial, normas sociales que favorecen la innovación). Los indicadores seleccionados abarcan el entorno institucional, regulatorio y empresarial, junto con manifestaciones de creatividad digital, reflejando la conceptualización de North (1990) sobre el papel de las instituciones en la actividad económica.

			La segunda dimensión, Infraestructura y Capital para la Innovación, operacionaliza la capacidad material y financiera disponible para sostener procesos innovadores. Incorpora elementos de infraestructura física (tics, infraestructura general), capital humano especializado (trabajadores del conocimiento), recursos financieros (crédito, inversión) y sofisticación de mercados. Esta conceptualización se fundamenta en la teoría del crecimiento endógeno (Romer, 1990) que enfatiza el papel del capital físico y humano en la generación de innovación.

			La tercera dimensión, Sostenibilidad y Difusión del Conocimiento, captura mecanismos y resultados de la transferencia y aplicación del conocimiento innovador. Incluye indicadores de creación, impacto y difusión del conocimiento, así como consideraciones de sostenibilidad ecológica y creatividad en bienes y servicios. Esta dimensión se fundamenta en teorías de spillovers de conocimiento (Jaffe et al., 1993) y considera la creciente importancia de la innovación sostenible en economías desarrolladas.

			La validación empírica de este marco conceptual requiere contextualizarlo dentro de los antecedentes de investigación existentes. La revisión de literatura realizada por Rodríguez y Quintero (2021) pone de manifiesto que la mayoría de los estudios sobre capacidades de innovación se concentran en países desarrollados. Sin embargo, al analizar las capacidades de innovación empresarial en el contexto América Latina, se encontraron variables heterogéneas que varían según los países y los contextos específicos estudiados.

			Estudios recientes utilizan diversas aproximaciones metodológicas para analizar patrones de innovación. Polyakov (2024), por ejemplo, identificó clústeres de innovación en países líderes del Índice Global de Innovación utilizando métodos de análisis multivariante, encontrando diferenciaciones significativas en los ecosistemas de innovación en el contexto competitivo global. Sin embargo, este estudio se enfocó en países líderes sin considerar la heterogeneidad específica dentro del grupo ocde. Complementariamente, Coutinho y Au-Yong-Oliveira (2023) emplearon análisis descriptivos del Índice Global de Innovación y del Cuadro Europeo de Indicadores de Innovación para Portugal; mientras que Sohn et al. (2015) abordan modelos de ecuaciones estructurales para analizar las relaciones entre componentes del Índice Global de Innovación.

			En el caso de este estudio, se diferencia de investigaciones previas al aplicar técnicas de análisis factorial exploratorio combinadas con análisis de clústeres jerárquicos específicamente en países de la ocde, proporcionar además una tipología empíricamente fundamentada de ecosistemas de innovación basada en dimensiones latentes, e integra consideraciones de sostenibilidad en el análisis de capacidades innovadoras, elemento escasamente abordado en estudios comparativos previos. La elección de los países de la ocde, como objeto de este estudio, se fundamenta en las recomendaciones de investigaciones previas, como la realizada por Bate et al. (2023), quienes resaltan la necesidad de un análisis más detallado y estratificado del desempeño en materia de innovación, esta recomendación resulta particularmente relevante porque los autores identificaron que los análisis globales o regionales amplios tienden a ocultar las disparidades significativas en las capacidades innovadoras entre países con niveles de desarrollo similares; al enfocarse en los países de la OCDE, se puede realizar una comparación más homogénea y rigurosa, ya que estos países comparten características institucionales, economías y regulatorias comparables lo que permite aislar mejor los factores específicos que impulsan o limitan la innovación.

			La interacción entre teorías clásicas y tendencias contemporáneas de la innovación subraya la importancia de entenderla en un contexto globalizado y tecnológicamente avanzado, proporcionando la base conceptual para el análisis empírico que constituye el objetivo central del presente estudio y que se desarrolla a continuación.

 
			3. Método

			La presente investigación adopta un diseño cuantitativo descriptivo-explicativo basado en análisis multivariante. El estudio emplea un enfoque de investigación exploratoria que busca identificar estructuras latentes en los datos mediante técnicas de reducción dimensional y análisis de conglomerados, permitiendo la construcción de una tipología empíricamente fundamentada de ecosistemas de innovación. 

			El análisis usa datos del Índice Global de Innovación 2023 (Global Innovation Index, gii, por sus siglas en inglés) en lugar de la versión 2024 debido a razones metodológicas específicas que garantizan la robustez de los resultados. En primer lugar, el gii 2023 ofrece una mayor estabilidad temporal, ya que incorpora datos con un periodo de estabilización suficiente para los países de la ocde, evitando así la volatilidad derivada de ajustes metodológicos recientes presentes en la versión 2024. Además, la versión 2023 garantiza una mayor consistencia en las series de tiempo, ya que los indicadores seleccionados mantienen continuidad metodológica con años anteriores, fundamental para asegurar la comparabilidad entre países. Por último, al momento del diseño de la investigación, en el primer trimestre de 2024, el gii 2023 presentaba una disponibilidad completa de los datos requeridos para los 36 países de la ocde incluidos en el estudio.

			La selección de las variables de análisis requirió el establecimiento de criterios rigurosos que aseguraran la validez conceptual y empírica del estudio. Los criterios de selección de indicadores del GII 2023 se fundamentaron en su capacidad para operacionalizar las dimensiones teóricas identificadas en el marco conceptual. Se seleccionaron 19 indicadores que abarcan aspectos cruciales de los ecosistemas de innovación: instituciones, capital humano, infraestructura, sofisticación de mercados y negocios, productos de cono-
cimiento y tecnología, y salidas creativas. Esta selección se justifica teórica y empíricamente: los indicadores seleccionados presentan correlaciones significativas con medidas de desempeño innovador en estudios previos (Al-Sudairi y Bakry, 2014; Sohn et al., 2015), cubren las tres dimensiones conceptuales identificadas en el marco teórico, y garantizan disponibilidad y comparabilidad para todos los países ocde incluidos en el análisis.

			Establecidos los criterios de selección, la estrategia analítica se estructuró en dos fases complementarias que permitieran responder a los objetivos planteados: la primera emplea análisis factorial exploratorio para identificar las dimensiones latentes subyacentes en los datos, mientras que la segunda utiliza el análisis de conglomerados para desarrollar una tipología de países basada en estas dimensiones identificadas.

			Para la identificación de dimensiones latentes, se implementó un análisis factorial exploratorio mediante el método de componentes principales con rotación ortogonal Varimax (Field, 2013), la selección de esta técnica se justifica por su capacidad para identificar dimensiones latentes subyacentes en conjuntos complejos de variables.

			Los criterios de adecuación muestral incluyen la prueba de esfericidad de Bartlett, que se utiliza para evaluar la presencia de correlaciones significativas entre las variables, siendo necesario un valor de significancia p menor a 0.001 para considerar adecuada la aplicación del análisis factorial. Por su parte, la medida Kaiser-Meyer-Olkin (kmo) cuantifica la adecuación de la matriz de correlaciones, y se considera aceptable un valor superior a 0.7, de acuerdo con los criterios establecidos por Field (2013).

			La determinación del número óptimo de componentes a retener se basa en la convergencia de varios criterios metodológicos que aseguran la robustez de la solución factorial; la decisión de retener tres componentes se fundamenta en la aplicación del criterio de Kaiser (1960), que recomienda conservar aquellos componentes con autovalores superiores a 1.0. Además, los tres primeros componentes deben explicar al menos el 60% de la varianza total, superando el umbral considerado adecuado para estudios exploratorios en ciencias sociales, según lo establecido por Hair et al. (2008). A ello se suma la coherencia teórica de los componentes extraídos, que deben guardar correspondencia con las dimensiones conceptuales planteadas en el estudio, y finalmente, el gráfico de sedimentación debe mostrar un claro punto de inflexión después del tercer componente, lo que refuerza la solidez de la decisión.

			Tras ser identificadas las dimensiones latentes mediante análisis factorial, se implementó un análisis de clúster jerárquico utilizando el método de Ward con distancia euclidiana al cuadrado, una combinación metodológica adecuada para el tipo de datos analizados; el método de Ward se seleccionó por su capacidad para minimizar la suma de cuadrados dentro de cada grupo, lo que optimiza la homogeneidad interna y la heterogeneidad entre grupos, favoreciendo una partición eficiente del conjunto de datos (Ward, 1963; Murtagh y Legendre, 2014). 

			La distancia euclidiana al cuadrado resulta apropiada para variables continúas estandarizadas, ya que proporciona una medida directa de disimilitud geométrica entre observaciones, además, el enfoque jerárquico permite visualizar el proceso de agrupamiento mediante un dendrograma, lo que facilita la identificación del número óptimo de clústeres y la interpretación estructurada de los resultados.

			La decisión de establecer tres clústeres se sustenta en una combinación de criterios estadísticos y teóricos, el criterio del codo, aplicado al análisis de la función objetivo, permite identificar un punto de inflexión en la suma de cuadrados dentro de los grupos, lo que señala una solución que minimiza la pérdida de información sin sobreajustar el modelo. Desde una perspectiva conceptual, la solución de tres grupos debe ofrecer una diferenciación coherente con la literatura sobre tipologías de sistemas de innovación, lo que respalda su interpretabilidad substantiva; adicionalmente, el análisis de los coeficientes de aglomeración debe revelar saltos significativos que indican fusiones entre clústeres claramente diferenciados, reforzando la solidez de esta partición.

			Posterior al análisis jerárquico, se aplicó análisis K-medias como método de validación y refinamiento de la solución; este procedimiento dual permite aprovechar las ventajas del método jerárquico para determinar el número de grupos, utilizar K-medias para optimizar la asignación final de países a clústeres, y evaluar la estabilidad de la solución mediante comparación entre métodos, la concordancia entre ambos métodos debe superar el 90% para considerar válida la solución de clústeres.

			La validación estadística de las diferencias entre clústeres se realiza mediante un análisis de varianza (anova) multivariante que confirma que las agrupaciones representan diferencias significativas en lugar de artefactos metodológicos. Esta técnica proporciona validación estadística de la tipología desarrollada, asegurando que los grupos identificados presenten diferencias estadísticamente significativas en las dimensiones analizadas.

			Previo a todos los análisis, se implementan procedimientos de preparación de datos que aseguran la validez de los resultados, todas las variables fueron estandarizadas mediante puntuaciones Z (media=0, desviación estándar=1) para garantizar comparabilidad entre indicadores con diferentes escalas de medición y evitar sesgos derivados de magnitudes disímiles, el análisis se realizó utilizando el software estadístico spss v24, seleccionado por su robustez en análisis multivariante, capacidad de manejo de conjuntos de datos complejos, y disponibilidad de procedimientos especializados para análisis factorial y de conglomerados (Hair et al., 2008; Field, 2013).

			Es importante reconocer las limitaciones metodológicas inherentes al diseño adoptado para contextualizar adecuadamente los resultados obtenidos. El diseño presenta limitaciones específicas como: análisis transversal que no captura dinámicas temporales de innovación, dependencia de indicadores disponibles en el gii 2023 sin incorporación de variables contextuales adicionales, y enfoque en países ocde que limita la generalización a otros contextos económicos. Estas limitaciones, sin embargo, no comprometen la validez interna del estudio, pero deben considerarse al interpretar la generalización de los hallazgos.

 
			4. Resultados

			De acuerdo con Hair et al. (2008), el análisis factorial se presenta como una técnica multivariante robusta, cuya principal función es mostrar la estructura que subyace en un conjunto de datos complejos, permitiendo agruparlas en conjuntos cohesivos que exhiben una correlación mutua significativa, es decir, revela patrones subyacentes de asociación entre las variables de estudio. La implementación de este método facilita la identificación de las dimensiones de innovación en los países de estudio, así como de las variables específicas que se alinean con cada una de estas dimensiones. 

			Para ello, es preciso determinar la correlación matricial de la esfericidad de Bartlett (1950), la cual provee la probabilidad o prueba estadística para analizar la presencia de correlaciones significativas entre las variables. Los resultados obtenidos fueron significativos a niveles de p < 0.001, es decir, adecuado para el análisis factorial, que requieren al menor p < 0.05. En cuanto a la prueba kmo, que mide la adecuación de los datos a fin de cuantificar el grado de las correlaciones entre las variables, alcanzó un valor de 0.757 que de acuerdo con Field (2013), es adecuado para el análisis factorial (véase tabla 1). 

			Acto seguido se ejecutará el modelo de análisis factorial de componentes principales que, de acuerdo con Hair et al. (1998), considera a la varianza total y estima los factores que contienen proporciones bajas de la varianza única. A partir de lo anterior, se realizó la rotación ortogonal con el método Varimax (Field, 2013). La tabla 2 muestra la reducción a tres componentes, cubriendo un total del 69.651% de la varianza total del fenómeno, por lo cual se considera como bueno, puesto que es un estudio exploratorio.

			

			Tabla 1. Prueba de KMO y Bartlett
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			Fuente: elaboración propia.

			Tabla 2. Varianza total explicada
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			Nota: método de extracción: análisis de componentes principales.

			Fuente: elaboración propia.

			En la tabla 3 se observan los resultados del análisis de componentes principales, que demuestran la proporción de la varianza de cada variable que es capturada por los componentes identificados. De tal forma que, las comunalidades son muy cercanas a la unidad, por lo que se puede tener un alto grado de fiabilidad de los resultados.

			En tanto, la tabla 4 muestra el análisis de los componentes principales, en la que se revelan los tres factores agrupados dentro del análisis.

			Tabla 3. Comunalidades
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							.694

						
					

					
							
							Inversión

						
							
							1.000

						
							
							.461

						
					

					
							
							Diversificación del mercado

						
							
							1.000

						
							
							.748

						
					

					
							
							Trabajadores del conocimiento

						
							
							1.000

						
							
							.514

						
					

					
							
							Vínculos de innovación

						
							
							1.000

						
							
							.811

						
					

					
							
							Absorción del conocimiento

						
							
							1.000

						
							
							.477

						
					

					
							
							Creación del conocimiento

						
							
							1.000

						
							
							.846

						
					

					
							
							Impacto del conocimiento

						
							
							1.000

						
							
							.668

						
					

					
							
							Difusión del conocimiento

						
							
							1.000

						
							
							.811

						
					

					
							
							Activos intangibles

						
							
							1.000

						
							
							.599

						
					

					
							
							Creatividad bienes y servicios

						
							
							1.000

						
							
							.661

						
					

					
							
							Creatividad en línea

						
							
							1.000

						
							
							.759

						
					

				
			

			Nota: método de extracción: análisis de componentes principales.

			Fuente: elaboración propia.

			

			Tabla 4. Matriz de componente rotado

			
				
					
					
					
					
				
				
					
							
							
							Componente

						
					

					
							
							1

						
							
							2

						
							
							3

						
					

					
							
							Entorno institucional

						
							
							.920

						
							
							-.174

						
							
							.211

						
					

					
							
							Entorno empresarial

						
							
							.857

						
							
							.071

						
							
							.176

						
					

					
							
							Creatividad en línea

						
							
							.839

						
							
							-.004

						
							
							.234

						
					

					
							
							Entorno regulatorio

						
							
							.823

						
							
							-.089

						
							
							.255

						
					

					
							
							Infraestructura general

						
							
							.731

						
							
							.312

						
							
							-.022

						
					

					
							
							Vínculos de innovación

						
							
							.720

						
							
							.395

						
							
							.370

						
					

					
							
							Creación del conocimiento

						
							
							.713

						
							
							.527

						
							
							.246

						
					

					
							
							TICs

						
							
							.683

						
							
							.271

						
							
							-.010

						
					

					
							
							Crédito

						
							
							.631

						
							
							.544

						
							
							.002

						
					

					
							
							Inversión

						
							
							.588

						
							
							.245

						
							
							.235

						
					

					
							
							Absorción del conocimiento

						
							
							.550

						
							
							.335

						
							
							.251

						
					

					
							
							Trabajadores del conocimiento

						
							
							.508

						
							
							.219

						
							
							.456

						
					

					
							
							Diversificación del mercado

						
							
							-.195

						
							
							.839

						
							
							-.080

						
					

					
							
							Activos intangibles

						
							
							.224

						
							
							.732

						
							
							-.113

						
					

					
							
							Innovación y desarrollo

						
							
							.587

						
							
							.705

						
							
							.171

						
					

					
							
							Impacto del conocimiento

						
							
							.194

						
							
							.654

						
							
							.451

						
					

					
							
							Difusión del conocimiento

						
							
							.178

						
							
							.385

						
							
							.794

						
					

					
							
							Sostenibilidad ecológica

						
							
							.033

						
							
							-.295

						
							
							.782

						
					

					
							
							Creatividad bienes y servicios

						
							
							.327

						
							
							-.023

						
							
							.744

						
					

				
			

			Notas: método de extracción: análisis de componentes principales. Método de rotación: Varimax con normalización Kaiser.

			Fuente: elaboración propia.

			

			El análisis de componentes principales reveló una estructura tridimensional subyacente en los datos, identificando tres componentes principales que explican la mayor parte de la varianza en los indicadores de innovación. Estos componentes ofrecen una perspectiva multifacética de los ecosistemas de 
innovación en los países de la muestra:

			Componente 1: entorno y creatividad institucional

			Este componente presenta cargas factoriales elevadas en variables asociadas con el marco institucional y regulatorio, incluyendo el entorno institucional, el entorno empresarial, la creatividad en línea y el entorno regulatorio. La agrupación de estas variables sugiere una interrelación significativa entre la so-
lidez de las instituciones y la capacidad de una sociedad para fomentar la innovación y la creatividad.

			Adicionalmente incorpora aspectos de infraestructura y vinculación con la innovación, lo que indica una sinergia entre factores estructurales y dinámicos en la creación de un ecosistema propicio para la innovación. Esta combinación subraya la importancia de un marco institucional robusto como catalizador de la actividad innovadora, facilitando la interacción entre diversos actores del ecosistema de innovación.

			Componente 2: infraestructura y capital para la innovación

			El segundo componente se centra en los aspectos tangibles e intangibles que sustentan la capacidad innovadora, que incluye variables relacionadas con la infraestructura física y financiera, como la diversificación del mercado, los activos intangibles, la inversión en innovación y desarrollo, y el impacto del conocimiento.

			La agrupación de estas variables resalta la importancia crítica de la inversión y la asignación estratégica de recursos en el fomento de la innovación. Este componente refleja la capacidad de una región o país para movilizar y desplegar eficazmente sus recursos, tanto financieros como de conocimiento, y traducirlos en resultados innovadores tangibles. Sugiere que la robustez de la infraestructura y la disponibilidad de capital son fundamentales para sostener y acelerar los procesos de innovación.

			Componente 3: sostenibilidad y difusión del conocimiento

			

			El tercer componente integra variables asociadas con la sostenibilidad ecológica y la difusión del conocimiento, incluyendo la creatividad en bienes y servicios. También representa una dimensión crucial que va más allá de la mera generación de innovaciones, abarcando la capacidad de un país para diseminar el conocimiento de manera efectiva y sostenible.

			La presencia de la sostenibilidad ecológica en este componente sugiere una creciente integración de las consideraciones ambientales en los procesos de innovación y difusión del conocimiento. 

			La agrupación de estas variables indica que los países más avanzados en esta dimensión no sólo son capaces de generar conocimiento y soluciones innovadoras, sino que también poseen mecanismos eficaces para difundir este conocimiento y traducirlo en bienes y servicios que son tanto creativos como sostenibles. Esto subraya la importancia de un enfoque holístico en la innovación, que se consideran no sólo la creación de nuevo conocimiento, sino también su aplicación práctica y su impacto a largo plazo en la sociedad y el medio ambiente.

			Análisis clúster

			Una vez detectados los factores determinantes de la innovación de los países de la muestra, se procedió a clasificarlos mediante un análisis clúster utilizando el método Ward ampliamente reconocido y empleado en el análisis de conglomerados debido a su efectividad para minimizar la suma de cuadrados dentro de cada grupo a lo largo de cada partición del conjunto de datos (Ward, 1963). El objetivo principal este método es formar clústeres de tal manera que la varianza total dentro de cada clúster se mantenga lo más baja posible (Ramadhan et al., 2020; Murtagh y Legendre, 2014).

			El análisis de conglomerados se convierte en una herramienta fundamental para identificar patrones y estructuras en conjuntos de datos complejos. Esta técnica facilita la interpretación y la toma de decisiones basada en una agrupación efectiva de la información, enfatizando la heterogeneidad entre los grupos resultante (Hair et al., 1999).

			Comparación entre resultados

			El análisis por medio del método Ward muestra la existencia de tres clústeres (véase tabla 5). Asimismo, el dendograma (véase figura 1) ilustra la agrupación de países de acuerdo con el análisis de clúster jerárquico empleado a través del método Ward, cuyo objetivo es formar grupos internamente coherentes.

			Tabla 5. Resúmenes de casos

			
				
					
					
					
					
				
				
					
							
							
							
							
							Países

						
					

				
				
					
							
							Método Ward

						
							
							1

						
							
							1

						
							
							Alemania

						
					

					
							
							
							
							2

						
							
							Austria

						
					

					
							
							
							
							3

						
							
							Bélgica

						
					

					
							
							
							
							4

						
							
							Corea del Sur

						
					

					
							
							
							
							5

						
							
							Dinamarca

						
					

					
							
							
							
							6

						
							
							EU

						
					

					
							
							
							
							7

						
							
							Finlandia

						
					

					
							
							
							
							8

						
							
							Francia

						
					

					
							
							
							
							9

						
							
							Islandia

						
					

					
							
							
							
							10

						
							
							Japón

						
					

					
							
							
							
							11

						
							
							Países Bajos

						
					

					
							
							
							
							12

						
							
							Reino Unido

						
					

					
							
							
							
							13

						
							
							Suecia

						
					

					
							
							
							
							14

						
							
							Suiza

						
					

					
							
							
							
							Total N

						
							
							14

						
					

					
							
							Método Ward

						
							
							2

						
							
							1

						
							
							Australia

						
					

					
							
							
							
							2

						
							
							Canadá

						
					

					
							
							
							
							3

						
							
							Islandia

						
					

					
							
							
							
							4

						
							
							Luxemburgo

						
					

					
							
							
							
							5

						
							
							Noruega

						
					

					
							
							
							
							6

						
							
							Nueva Zelanda

						
					

					
							
							
							
							Total N

						
							
							6

						
					

					
							
							Método Ward

						
							
							3

						
							
							1

						
							
							Chile

						
					

					
							
							
							
							2

						
							
							Eslovenia

						
					

					
							
							
							
							3

						
							
							Eslovaquia

						
					

					
							
							
							
							

							4

						
							
							España

						
					

					
							
							
							
							5

						
							
							Estonia

						
					

					
							
							
							
							6

						
							
							Grecia

						
					

					
							
							
							
							7

						
							
							Hungría

						
					

					
							
							
							
							8

						
							
							Irlanda

						
					

					
							
							
							
							9

						
							
							Italia

						
					

					
							
							
							
							10

						
							
							Letonia

						
					

					
							
							
							
							11

						
							
							Lituania

						
					

					
							
							
							
							12

						
							
							México

						
					

					
							
							
							
							13

						
							
							Polonia

						
					

					
							
							
							
							14

						
							
							Portugal

						
					

					
							
							
							
							15

						
							
							República Checa

						
					

					
							
							
							
							16

						
							
							Turquía

						
					

					
							
							
							
							Total N

						
							
							16

						
					

					
							
							
							Total N

						
							
							36

						
					

				
			

			Fuente: elaboración propia.

			En el dendograma, las líneas horizontales representan uniones entre clústeres o países, y la altura en la que se unen (eje horizontal) representa la distancia o disimilitud entre ellos.

			Figura 1. Dendograma que utiliza un enlace de Ward

			Combinación de clúster de distancia re-escalada

			[image: ]

			Fuente: elaboración propia.

			Se pueden observar tres agrupamientos principales:

			
					Clúster 1 (líderes de innovación): comprende 14 países que se agrupan, es decir, comparten características similares en los indicadores de innovación analizados. Este clúster incluye economías altamente desarrolladas y líderes en innovación como: Alemania, Austria, Bélgica, Corea del Sur, Dinamarca, Estados Unidos, Finlandia, Francia, Islandia, Japón, Países Bajos, Reino Unido, Suecia y Suiza.

					Clúster 2 (innovación competitiva): formado por seis países, que incluye naciones con economías robustas y buen desempeño en innovación, aunque con una diferencia ligeramente mayor que el primer grupo. En este clúster se encuentran países como: Australia, Canadá, Islandia, Luxemburgo, Noruega y Nueva Zelanda.

					Clúster 3 (innovación emergente): es el grupo más grande con 16 países, y muestra una mayor diferencia entre sus miembros, lo que sugiere una mayor diversidad en sus niveles de innovación. Este grupo incluye países con economías en desarrollo o emergentes y con una variedad de capacidades de innovación. Los países que lo integran son: Chile, Eslovenia, Eslovaquia, España, Estonia, Grecia, Hungría, Irlanda, Italia, Letonia, Lituania, México, Polonia, Portugal, República Checa y Turquía.

			

			Los resultados del anova (véase tabla 6) sugieren que existen diferencias significativas entre los clústeres en todas las dimensiones analizadas. Los valores F elevados y significativos en los tres componentes sugieren que las diferencias entre los clústeres son estadísticamente significativas y que los grupos son distinguibles en términos de “Entorno y creatividad institucional”, “Infraestructura y capital para la innovación”, y “Sostenibilidad y difusión del conocimiento”.

			A continuación, se procede al análisis de K-medias, cuya aplicación, proporciona una clasificación robusta y significativa de los países en función de sus perfiles en las dimensiones de Entorno y creatividad institucional, Infraestructura y capital para la innovación, y Sostenibilidad y difusión del conocimiento. Este método de agrupamiento particional ha sido empleado para dividir la muestra de países en tres grupos distintos, cada uno caracterizado por un patrón único de desempeño en las variables clave del gii 2023.

			Para el análisis se seleccionaron tres clústeres para representar diferentes niveles de desempeño innovador entre los países analizados. Los centros finales de los clústeres, que representan el valor medio de las puntuaciones de los países en cada clúster para las tres variables consideradas, revelan patrones diferenciados de capacidades y tendencias de innovación (véase tabla 7).

			

			Tabla 6. ANOVA

			
				
					
					
					
					
					
					
					
				
				
					
							
							
							
							Suma de cuadrados

						
							
							gl

						
							
							Media cuadrática

						
							
							F

						
							
							Sig.

						
					

					
							
							Entorno y creatividad institucional

						
							
							Entre grupos

						
							
							24.590

						
							
							2

						
							
							12.295

						
							
							38.977

						
							
							.000

						
					

					
							
							Dentro de grupos

						
							
							10.410

						
							
							33

						
							
							.315

						
							
							
					

					
							
							Total

						
							
							35.000

						
							
							35

						
							
							
							
					

					
							
							Infraestructura y creatividad institucional

						
							
							Entre grupos

						
							
							16.522

						
							
							2

						
							
							8.261

						
							
							14.753

						
							
							.000

						
					

					
							
							Dentro de grupos

						
							
							18.478

						
							
							33

						
							
							.560

						
							
							
					

					
							
							Total

						
							
							35.000

						
							
							35

						
							
							
							
					

					
							
							Sostenibilidad y difusión del conocimiento

						
							
							Entre grupos

						
							
							9.922

						
							
							2

						
							
							4.961

						
							
							6.528

						
							
							.004

						
					

					
							
							Dentro de grupos

						
							
							25.078

						
							
							33

						
							
							.760

						
							
							
					

					
							
							Total

						
							
							35.000

						
							
							35

						
							
							
							
					

				
			

			Fuente: elaboración propia.

			Tabla 7. Centros de clústeres finales

			
				
					
					
					
					
				
				
					
							
							
							Clúster

						
					

					
							
							1

						
							
							2

						
							
							3

						
					

					
							
							Entorno y creatividad institucional

						
							
							.26951

						
							
							.78015

						
							
							-.86963

						
					

					
							
							Infraestructura y capital para la innovación

						
							
							1.02763

						
							
							-.58531

						
							
							-.57739

						
					

					
							
							Sostenibilidad y difusión del conocimiento

						
							
							.28354

						
							
							-.90503

						
							
							.41264

						
					

				
			

			Fuente: elaboración propia.

			A continuación, se describe cada clúster basado en los centros de clústeres finales:

			
					Clúster 1: este grupo se caracteriza por un desempeño general superior a la media en todas las dimensiones evaluadas. En cuanto al Entorno y creatividad institucional, muestra una puntuación de 0.26951, indicando un ambiente propicio para la innovación. Destaca especialmente en Infraestructura y capital para la innovación, con una puntuación sobresaliente de 1.02763, lo que sugiere una base sólida para el desarrollo de nuevas ideas. En el ámbito de Sostenibilidad y difusión del conocimiento, mantiene un rendimiento ligeramente superior al promedio con una puntuación de 0.28354.

					Clúster 2: este grupo presenta un perfil mixto con fortalezas y debilidades marcadas. Sobresale significativamente en el Entorno y creatividad institucional, liderando entre los tres clústeres con una puntuación de 0.78015. Sin embargo, muestra deficiencias en las otras dos dimensiones. En Infraestructura y capital para la innovación se sitúa por debajo del promedio con -0.58531, y en Sostenibilidad y difusión del conocimiento exhibe el rendimiento más bajo de los tres grupos con una puntuación de -0.90503.

					Clúster 3: este grupo muestra un perfil contrastante. Presenta el rendimiento más bajo en Entorno y creatividad institucional con una puntuación de -0.86963, y también se encuentra por debajo del promedio en Infraestructura y capital para la innovación con -0.57739. Aunque destaca positivamente en Sostenibilidad y difusión del conocimiento, superando el promedio con una puntuación de 0.41264, lo que indica una fortaleza particular en estos aspectos a pesar de sus debilidades en otras áreas.

			

			En resumen, cada clúster representa un grupo de países con características específicas en términos de innovación y desarrollo. El clúster 1 sobresale en todas las dimensiones, especialmente en Infraestructura y capital para la innovación. El clúster 2 se destaca por su Entorno y creatividad institucional, pero tiene deficiencias en Infraestructura y sostenibilidad. El clúster 3, aunque tiene dificultades en Entorno institucional e Infraestructura, muestra capacidad en Sostenibilidad y difusión del conocimiento.

			5. Discusión

			Los resultados del análisis factorial exploratorio proporcionan validación empírica robusta para el marco conceptual de ecosistemas de innovación propuesto. La identificación de tres dimensiones latentes, que explican el 69.651% de la varianza total, confirma la estructura multidimensional teorizada para los ecosistemas de innovación, alineándose con las proposiciones de Huang et al. (2023) sobre la naturaleza compleja y multifacética de estos sistemas.

			La dimensión 1 (Entorno y creatividad institucional) operacionaliza efectivamente los conceptos schumpeterianos de destrucción creativa y el marco institucional de North (1990), la concentración de variables institucionales, regulatorias y de creatividad digital en esta dimensión (cargas factoria-
les > 0.68) confirma que los ecosistemas de innovación efectivos requieren fundamentos institucionales sólidos que faciliten la experimentación y la reno-
vación económica.

			El análisis de componentes principales revela que esta primera dimensión concentra el mayor poder explicativo (36.331% de la varianza), sugiriendo su papel catalizador en los ecosistemas de innovación, las cargas factoriales elevadas del entorno institucional (0.920), entorno empresarial (0.857) y creatividad en línea (0.839) confirman empíricamente la teoría institucional que establece que las instituciones formales e informales constituyen la infraestructura social fundamental para la actividad innovadora.

			Esta concentración dimensional es consistente con la literatura sobre sistemas nacionales de innovación (Freeman, 1987; Lundvall, 1992), que enfatiza que la calidad institucional determina los incentivos para la inversión en I+D y la propensión al riesgo empresarial, los países con puntuaciones elevadas en esta dimensión (clúster 2) exhiben entornos propicios para la experimentación tecnológica y la creatividad, validando las proposiciones teóricas sobre el 
papel facilitador de las instituciones.

			Complementando este hallazgo, la segunda dimensión (18.750% de la varianza) operacionaliza los insumos materiales y financieros necesarios para traducir capacidades institucionales en productos innovadores, las cargas significativas de diversificación del mercado (0.839), activos intangibles (0.732) e innovación y desarrollo (0.705) confirman la teoría del crecimiento endógeno de Romer (1990), que establece que la acumulación de capital físico, humano y tecnológico genera rendimientos crecientes en la innovación.

			La distribución de países en esta dimensión revela patrones interpretativos relevantes: el clúster 1 presenta la mayor puntuación (1.02763), indicando que los líderes de innovación han logrado configuraciones equilibradas entre capacidades institucionales y recursos materiales, esta convergencia empírica respalda las proposiciones de Chesbrough (2003) sobre innovación abierta, en la que la disponibilidad de recursos facilita la integración de conocimiento externo con capacidades internas.

			La tercera dimensión (14.570% de la varianza) captura los mecanismos de transferencia y aplicación sostenible del conocimiento innovador, la agrupación de difusión del conocimiento (0.794), sostenibilidad ecológica (0.782) y creatividad en bienes y servicios (0.744) confirma empíricamente que los ecosistemas avanzados integran consideraciones de sostenibilidad en sus procesos de innovación, validando tendencias emergentes en la literatura sobre innovación verde y economía circular.

			Esta dimensión es particularmente reveladora al mostrar que el clúster 3 (países de innovación emergente) presenta la mayor puntuación (0.41264), sugiriendo que estos han desarrollado ventajas comparativas en mecanismos de difusión sostenible, posiblemente como estrategia de diferenciación frente a limitaciones en infraestructura tradicional.

			La tipología empírica resultante confirma la existencia de diferentes modelos de ecosistemas de innovación dentro de las economías desarrolladas, los 14 países del clúster 1 (incluyendo Alemania, Estados Unidos, Suecia y Suiza) representan el arquetipo de ecosistemas maduros que han logrado configuraciones equilibradas en las tres dimensiones, sus características empíricas validan el modelo teórico de sistemas nacionales de innovación de Lundvall (1992), en el que la interacción sinérgica entre instituciones, recursos e infraestructura genera capacidades innovadoras superiores.

			El perfil multidimensional de estos países confirma las proposiciones de Moore (1993) sobre ecosistemas empresariales, donde la coevolución de múltiples actores genera ventajas competitivas sostenibles, la puntuación elevada en infraestructura y capital (1.02763) combinada con desempeño superior en las otras dimensiones sugiere que estos países han desarrollado círculos virtuosos donde las fortalezas en una dimensión refuerzan las capacidades en las otras.

			Los seis países del clúster 2 muestran un patrón de especialización en entorno institucional (0.78015), pero con limitaciones relativas en infraestructura (-0.58531) y sostenibilidad (-0.90503), esta configuración sugiere ecosistemas con instituciones avanzadas que no logran traducir completamente estas ventajas en infraestructura material o mecanismos de difusión sostenible.

			Esta tipología es teóricamente relevante porque desafía concepciones lineales de desarrollo de ecosistemas, mientras sugiere que diferentes países pueden seguir trayectorias especializadas basadas en sus ventajas comparativas institucionales, el patrón empírico es consistente con la literatura sobre variedades de capitalismo (Hall y Soskice, 2001), que establece que diferentes configuraciones institucionales pueden generar ventajas competitivas específicas.

			Los 16 países del clúster 3 presentan el patrón más heterogéneo, con limitaciones institucionales (-0.86963) e infraestructurales (-0.57739), pero fortalezas en sostenibilidad y difusión (0.41264), teóricamente este patrón es consistente con modelos de catch-up tecnológico (Lee y Lim, 2001), donde países con limitaciones de recursos desarrollan capacidades especializadas en absorción y adaptación de tecnologías externas, la fortaleza relativa en sostenibilidad sugiere que estos países pueden estar desarrollando ventajas competitivas en sectores de innovación verde y tecnologías limpias.

			La presente investigación confirma que los ecosistemas de innovación constituyen fenómenos multidimensionales complejos que no pueden ser adecuadamente capturados mediante enfoques unidimensionales o indicadores aislados, la estructura factorial identificada valida proposiciones teóricas sobre la naturaleza sistémica de la innovación, donde interacciones entre instituciones, infraestructura y mecanismos de difusión generan propiedades emergentes.

			6. Conclusiones

			La investigación demuestra empíricamente que los ecosistemas de innovación en los países de la ocde se estructuran según tres dimensiones latentes diferenciadas, proporcionando validación cuantitativa a marcos conceptuales, que anteriormente carecían de fundamentación empírica robusta. La identificación de configuraciones especializadas dentro de economías desarrolladas desafía concepciones homogéneas de sistemas nacionales de innovación, sugiriendo la necesidad de marcos teóricos que incorporen trayectorias múltiples de desarrollo innovador.

			Respecto al análisis, el hallazgo más significativo reside en la emergencia empírica de sostenibilidad como dimensión constitutiva de los ecosistemas contemporáneos de innovación, esta evidencia sugiere una transformación en la conceptualización de sistemas de innovación, donde consideraciones ambientales se integran estructuralmente en lugar de constituir externalidades, esta evolución teórica requiere refinamientos conceptuales que capturen la transición hacia modelos de innovación sostenible en economías avanzadas.

			Estos hallazgos teóricos se traducen en implicaciones prácticas importantes para el diseño de políticas públicas. Los resultados proporcionan fundamentos empíricos para el diseño de políticas de innovación diferenciadas, según tipologías específicas de ecosistemas.

			Los países líderes (clúster 1) requieren estrategias para sostener sus ventajas competitivas y liderazgo tecnológico global, los países con especialización institucional (clúster 2) necesitan políticas orientadas a traducir fortalezas regulatorias en infraestructura material y mecanismos de difusión y los países con capacidades emergentes (clúster 3) pueden beneficiarse de estrategias que capitalicen sus ventajas en sostenibilidad y difusión del conocimiento.

			La investigación evidenció que la colaboración internacional debe estructurarse considerando complementariedades entre especializaciones, los hallazgos sugieren que alianzas estratégicas entre clústeres pueden generar sinergias donde países con fortalezas institucionales (clúster 2) colaboren con países especializados en difusión sostenible (clúster 3), facilitando así la transferencia bidireccional de capacidades.

			La investigación confirma que los ecosistemas de innovación constituyen fenómenos multidimensionales complejos que no pueden ser adecuadamente capturados mediante enfoques unidimensionales o indicadores aislados, la estructura factorial identificada valida proposiciones teóricas sobre la naturaleza sistémica de la innovación, donde interacciones entre instituciones, infraestructura y mecanismos de difusión generan propiedades emergentes.

			Como último aspecto, la investigación contribuye a la comprensión de que la competitividad innovadora nacional no resulta únicamente de la acumulación de recursos, sino de la configuración estratégica de capacidades complementarias que generan sinergias, esta perspectiva general proporciona fundamentos teóricos para el diseño de políticas de innovación más efectivas y contextualmente apropiadas.

			No obstante, es importante reconocer las limitaciones inherentes al presente estudio que contextualizan la interpretación de sus resultados. La concentración en países de la ocde, aunque metodológicamente justificada, limita la generalización de hallazgos a otros contextos, estudios comparativos que incluyan economías emergentes y en desarrollo permitirían identificar patrones de convergencia o divergencia en la evolución de ecosistemas de inno-
vación globales.

			Una dirección de investigación prometedora implica el análisis de mecanismos específicos que facilitan la transición entre tipologías, para comprender los procesos mediante los cuales países del clúster 3 pueden evolucionar hacia configuraciones del clúster 1, o cómo es que países del clúster 2 pueden desarrollar capacidades de infraestructura, proporcionaría elementos valiosos para el diseño de políticas de desarrollo de ecosistemas. Estas líneas de investigación futura contribuirían significativamente al refinamiento tanto teórico como práctico del campo de estudios sobre ecosistemas de innovación.
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			Abstract. This paper proposes an original composite index, the Global Economic Development Index (GEDI), uniquely integrating economic, social, and institutional factors. GEDI distinguishes emerging from developed economies, identifying specific economic, social, and institutional challenges and opportunities. It examines 129 economies, representing approximately 95% of global GDP in 2017, using over 30 indicators across 10 variables, including financial development, income distribution, environmental sustainability, and corruption. This index improves upon traditional income-based classifications used by institutions such as the World Bank (WB) and International Monetary Fund (IMF), which often group diverse economies like China, Vietnam, and Bulgaria together despite significant structural and developmental differences. Thus, GEDI provides a more comprehensive understanding of economic gaps between developed and emerging economies.

			Key words: emerging economies; economic and social development.

 
			El Índice de Desarrollo Económico Global: un enfoque económico, social e institucional

			Resumen. Este trabajo propone un índice original compuesto, el Índice de Desarrollo Económico Global (IDEG), que integra de forma única factores económicos, sociales e institucionales. El IDEG distingue las economías emergentes de las desarrolladas, identificando retos y oportunidades económicas, sociales e institucionales específicos. Examina 129 economías, que representan aproximadamente el 95% del PIB mundial en 2017, utilizando más de 30 indicadores a través de 10 variables, incluyendo el desarrollo financiero, la distribución del ingreso, la sostenibilidad ambiental y la corrupción. Este índice mejora las clasificaciones tradicionales basadas en los ingresos utilizadas por instituciones como el Banco Mundial (BM) y el Fondo Monetario Internacional (FMI), que a menudo agrupan economías diversas como China, Vietnam y Bulgaria a pesar de las importantes diferencias estructurales y de desarrollo. Así pues, el IDEG proporciona un entendimiento más completo de las diferencias económicas entre las economías desarrolladas y las emergentes.
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			1. Introduction

			The classification systems employed by international institutions such as the International Monetary Fund (imf) and the World Bank (wb) rely predominantly on income levels, thereby omitting social and institutional dimensions, including income distribution, corruption, governance quality, and financial development. Conversely, the Human Development Index (hdi) of the United Nations Development Program (undp, 2018) emphasizes social dimensions–health, education, and living standards–but neglects economic indicators such as productive structure, technological capabilities, trade balance, and comprehensive financial development. Consequently, these classification approaches implicitly assume homogeneity across all developing economies. This simplification underestimates distinctions among emerging economies; for instance, economies such as China, Vietnam, and Bulgaria share similar classifications based solely on income, despite exhibiting significantly different economic structures, developmental trajectories, and institutional contexts.

			In response to these limitations, this paper introduces an original methodological contribution: the Global Economic Development Index (gedi). Unlike the hdi and governance-focused indices developed by institutions like the wb–which predominantly focus on either social or institutional factors–gedi integrates economic indicators such as high-technology exports, manufacturing performance, services production, trade balances, and comprehensive financial development, alongside essential social and institutional dimensions. Thus, gedi provides a nuanced and comprehensive framework capable of capturing the multidimensional nature of developmental gaps among economies (Tezanos Vázquez and Sumner, 2013; Fialho and Bergeijk, 2016).

			Multidimensional classifications, such as gedi, hold significant implications for international policymaking and resource allocation. Differentiating among emerging economies allows international organizations, governments, and development agencies to design targeted economic interventions, policies, and strategic resource distribution. Moreover, understanding structural, institutional, and social factors through a unified and replicable index facilitates comparative analyses, supporting decision-making processes aimed at addressing structural vulnerabilities, facilitating sustainable industrialization, and achieving inclusive economic development (Rodrik, 2014; Stiglitz et al., 2009).

			The paper is structured into six sections. The second section examines income-level classifications and the hdi framework used by international institutions. The third section defines emerging economies, highlighting aspects of their productive structures and their social and institutional developmental challenges. The fourth section describes the selection of variables, and the methodological process used to construct the gedi database. The fitht section details the estimation of gedi scores for 129 economies, applying the undp’s hdi methodology, and presents robustness tests and comparative analyses that validate the accuracy and reliability of the index. The final section offers concluding insights and implications derived from our findings.

			2. Classifications and indices of countries

			Multidimensional methods are fundamental for accurately classifying economies, as classifications based solely on income or isolated social factors provide incomplete perspectives. Hausmann et al. (2007), and North (1990) emphasize that institutional frameworks and productive structures critically shape economic development paths. Additionally, Fagerberg and Srholec (2017) underline the relevance of institutional quality, technological capabilities, and structural economic factors, arguing these aspects substantially explain development divergences inadequately captured by traditional indices.

			Historically, economic classifications have reflected prevailing geopolitical and economic contexts. Early attempts grouped nations into “first world”, “second world”, and “third world”, implicitly distinguishing developed from underdeveloped economies primarily through geopolitical lenses (Harris et al., 2009; Fialho and Bergeijk, 2016). By the 1980s, the wb shifted toward income-based classifications (low, middle, high), primarily using gdp per capita. In contrast, the 1990s saw the undp introduce the hdi, integrating per-capita income with crucial social dimensions like health and education. Subsequently, multiple specialized indices emerged, targeting narrower aspects such as poverty, governance, or environmental factors, yet none comprehensively address development’s inherently multidimensional nature.

			Despite their widespread usage in research and policymaking, the wb’s income classifications inherently assume homogeneity among developing economies, implicitly suggesting similar developmental trajectories and policy requirements. However, this assumption overlooks significant structural and institutional differences among similarly categorized countries such as China, Costa Rica, and Bulgaria (Krugman et al., 2012; Tezanos Vázquez and Sumner, 2013; Fantom and Serajuddin, 2016).

			Specifically, the wb’s 2007 definition categorizes emerging economies based on per-capita incomes between usd$1 006 and usd$12 235 (Agtmael, 2007; World Bank, 2014). Nevertheless, this classification groups markedly heterogeneous countries such as China, India, Poland, South Africa, Honduras, and Mexico within a single category, despite evident differences in their productive structures, technological capacities, and institutional environments. Scholars have emphasized the necessity to incorporate additional multidimensional factors into these classifications (Tezanos-Vázquez and Quiñones-Montellano, 2012; Nielsen, 2013; Ravallion, 2009). Indeed, the wb itself recognizes the growing inadequacy of purely income-based categorizations, emphasizing the importance of addressing multiple development dimensions and vulnerabilities (WB, 2014).

			The hdi, despite being a multidimensional advance, presents significant limitations. Although effectively capturing social dimensions (health, education, and living standards), it excludes productive and institutional factors crucial for sustainable economic growth and diversification. Additionally, the high correlation among hdi variables diminishes its capacity for detailed differentiation among economies (Srinivasan, 1994; McGillivray, 1991). Thus, markedly different countries such as Germany, Argentina, and Kazakhstan are grouped together, despite substantial variations in their productive and institutional structures.

			The concept of “emerging economies” initially emerged to describe developing countries exhibiting rapid economic growth, industrialization, openness to trade, and institutional reforms, differentiating them from typical underdeveloped nations. Recent classification attempts, including financial-market-based approaches such as the Emerging Markets Core Index (S&P Global, 2018), still fail to clearly distinguish these economies comprehensively. Emerging economies, as defined by Blancas and Aliphat (2023), actively pursue industrialization, institutional strengthening, and inclusive economic growth, distinctly differing from both developed and Least-Developed Coun-
tries (ldcs). Nonetheless, achieving a universally accepted definition remains challenging due to their inherent complexity and diversity.

			Recent taxonomies illustrate persistent classification challenges. For instance, Tezanos Vázquez and Sumner (2013) group economies like China, Iraq, and Egypt within similar categories based on shared export and governance profiles, despite their fundamentally different economic and institutional contexts. Notably, their classification also clusters Latin American economies, such as Mexico and Argentina, alongside countries with significantly different financial profiles like Iran, Jamaica, or Botswana. Historically, Latin American countries exhibit considerable dependence on external financial flows, especially Foreign Direct Investment (fdi) and external debt, challenging assumptions of low external financial dependence within certain classifications (Fajnzylber, 1975; Alvarado et al., 2017; Minsky, 2008; Palma, 1998).

			The persistent heterogeneity evident in both the wb and hdi classifications underscores the necessity of a new, comprehensive classification framework. Consequently, developing a gedi is essential. gedi proposes a multidimensional approach clearly differentiating developed, successful emerging, stagnant emerging, and least-developed economies. By integrating economic, social, and institutional dimensions into a unified, replicable, and adaptable framework, gedi provides nuanced insights into developmental challenges, facilitating targeted policy formulation and comparative analysis across diverse economies (Harris et al., 2009; Madrueño-Aguilar, 2017).

			3. Integration of variables of gedi 

			According to the classification of the wb and the hdi, it is important to include in the gedi three key categories 1) productive structure, 2) social development, and 3) institutional development, those includes eight fundamental aspects to understand emerging economies: industrialization, international trade, reduce the poverty, equality income distribution, gender equality, level of corruption, financial development and sustainable development (see figure 1).

			Figure 1. Conceptual framework of the GEDI

			[image: ]

			Source: own elaboration.

			Productive structure

			

			The analysis of economic development implies a comprehensive understanding of the productive structure of economies, extending beyond mere growth rates or indicators of trade openness. Drawing on the scholarly contributions of Fetahi et al. (2015), Eriş and Ulaşan (2013), and Mustafa et al. (2017), it is evident that neither sustained gdp growth nor high trade openness alone sufficiently explains economic development or the narrowing of developmental gaps between emerging and advanced economies. For example, although Mexico and Singapore have comparable openness levels to international trade, their economic outcomes differ significantly due to underlying differences in productive capabilities, structural composition, and institutional frameworks. Similarly, comparing economic integration indices of advanced economies such as Germany (0.86), the United States (0.28), and Japan (0.36) against emerging countries like Vietnam (1.79), Congo (1.66), and Bulgaria (1.28), highlights that economic integration alone, though critical, is insufficient for sustained economic development.

			To thoroughly characterize productive structures in emerging economies, the gedi employs two principal indicators. First, gdp per capita serves as a proxy measure for national productivity, representing average economic output per person, thus reflecting an economy’s efficiency in converting resour-
ces into goods and services. Second, the proportion of manufacturing and services production relative to gdp measures structural transformation within the economy. The choice of gdp per capita adjusted by Purchasing Power Parity (ppp) ensures accuracy in capturing productivity dynamics, particularly useful in comparative international analyses. While traditional productivity indicators such as Total Factor Productivity (tfp) and labor productivity are theoretically robust, they often face limitations regarding data consistency and comparability across diverse international samples. Hence, gdp per capita by ppp emerges as an optimal practical alternative, widely available and closely correlated with productivity dynamics (van Ark et al., 2008; Jorgenson and Vu, 2005).

			Extensive empirical research validates using gdp per capita as a proxy for productivity. In Asian economies, significant evidence shows gdp per capita increases predominantly reflect productivity-driven growth, closely linked to improvements in labor efficiency and technological advancement. For example, South Korea and Taiwan have recorded remarkable gdp per capita growth largely due to productivity enhancements from technological diffusion, innovation policies, and investments in education and workforce training (Jorgenson and Vu, 2005). Similarly, analyses of European economies by O’Mahony and Timmer (2009) and Schreyer (2001) demonstrate that gdp per capita reliably aligns with long-term productivity trajectories, capturing sustained investments in infrastructure, technology, and human capital development. These studies substantiate gdp per capita’s methodological suitability within gedi, despite acknowledging that this indicator does not isolate productivity effects exclusively from other economic influences.

			Combining gdp per capita with the structural composition of manufacturing and services enables a detailed assessment of economies’ productive capacities and structural transformations. This approach aligns with Friedrich List’s (1997) theoretical arguments published in 1841, where successful economies effectively harmonize their agricultural, manufacturing, and service sectors to enhance productivity and competitiveness. Empirical evidence from 129 economies in 2017 consistently demonstrates that nations with higher productivity levels invariably feature substantial shares of manufacturing and service sectors. Conversely, economies with lower productivity exhibit structural stagnation, characterized by minimal advancement toward high-value manufacturing or sophisticated service industries. This consistent empirical relationship underscores the intrinsic connection between structural transformation and productivity improvements (see figure 2).

			Figure 2. Relationship between productivity* and structural change** of 129 countries in 2017
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			Notes: * Ln GDP per capita by PPP ** Manufacturing Production and Services (% GDP).

			Source: own elaboration based on data from World Development Indicators WB.

			gedi further evaluates economies’ global integration, recognizing international trade’s critical role in shaping productive structures. Two essential trade-related indicators underpin this evaluation: trade balance, represented by the exports-to-imports ratio (X/M), and export composition, emphasizing high-value-added products. Hausmann et al. (2007) underscore that an economy’s ability to produce and export goods with substantial domestic value-added significantly determines its success in international markets. Effective integration into global value chains through high-tech exports typically results in sustained productivity growth, enhanced technological capabilities, and efficient resource allocation, driving long-term economic development. Germany exemplifies this scenario, maintaining a pronounced trade surplus and exporting a high proportion of technologically advanced goods, clearly indicating advanced integration into global production networks. This structural configuration supports an innovation-driven industrial base and competitive global positioning. In contrast, South Africa illustrates an alternative scenario, marked by a negligible or negative trade balance and a low proportion of high-tech exports, indicating limited integration predominantly oriented toward lower-value or maquila-type activities (Zahonogo, 2016). Święcki (2017) employs similar indicators to evaluate trade openness efficiency, reinforcing their empirical validity and relevance.

			Employing the X/M ratio within gedi highlights the critical significance of exporting high-value-added goods, as economies primarily exporting such products secure greater economic benefits from international trade. This strategy ensures sustainable development and robust economic integration. Mendoza and González (2022) emphasize that countries exporting predominantly high-value-added goods benefit significantly from participation in global value chains, achieving sustained productivity growth, structural transformation, and technological advancement. Conversely, economies heavily reliant on re-exporting imported goods or raw commodities without significant domestic processing experience minimal technological advancement and limited productivity gains, constraining long-term development prospects (Romero Tellaeche and Aliphat, 2023).

			A consistently positive trade balance substantially reduces dependence on external financial flows, enhancing an economy’s autonomy in policy-making. Comparative analyses illustrate this dynamic clearly: Korea, Singapore, and China, characterized by persistent trade surpluses, maintain greater economic policy autonomy compared to Argentina or Pakistan, economies consistently experiencing trade deficits and external financial vulnerabilities (Kregel, 1994; Obstfeld, 2012; Semmler and Tahri, 2017; Cavdar and Aydin, 2015).

			Finally, gedi evaluates technological sophistication in exports through the proportion of high-tech exports within total manufactured exports. This indicator identifies economies’ positions in global value chains, distinguishing those with advanced technological integration from commodity-dependent exporters. For example, although Mexico and Japan have comparable overall export values, Japan’s significantly higher proportion of high-tech exports clearly indicates superior technological capabilities, deeper integration into global value chains, and stronger long-term productivity potential.

			Social development

			Regarding social development, the hdi is recognized for its effectiveness and therefore integrated within gedi as a component. This index encompasses three key categories: long and healthy life, knowledge, and a decent standard of living. Collectively, these dimensions address essential factors critical to reducing poverty and promoting sustainable social progress over the long term (UN, 2019).

			Income inequality is another critical determinant of economic development. Reducing income inequality directly contributes to greater individual and collective development opportunities, enhancing social cohesion and promoting equitable resource distribution, aligning closely with Sustainable Development Goal 10 (sdg 10), which emphasizes the reduction of inequalities within and among countries (Palma, 2011). Addressing inequality thus becomes essential not only for fairness but also for effective poverty alleviation and sustainable development.

			Gender inequality significantly influences social development outcomes, impacting economic well-being in labor markets and household settings. Ponthieux and Meurs (2015) highlight how entrenched social norms, and existing public policies contribute to disparities by maintaining an uneven distribution of paid and unpaid labor, thereby limiting women’s economic opportunities. In many developing countries, gender inequality arises not only from economic underdevelopment but also from deeply embedded cultural norms. Practices such as patrilocality, where women traditionally move to their husbands’ households after marriage, and societal expectations regarding female “purity”, restrict women’s access to education, employment opportunities, and broader economic participation. These cultural practices, notably observed in societies like India and China, contribute to a preference for male offspring and limit the participation of women in both economic and social spheres (Jayachandran, 2015). While economic growth can alleviate some aspects of gender inequality, addressing it effectively necessitates carefully designed and culturally sensitive policies that respect each society’s unique characteristics.

			By integrating poverty, income inequality, and gender inequality indicators, gedi provides an assessment of social challenges within emerging economies. This approach tries to capture complex social dynamics globally. For example, regions such as Latin America illustrate scenarios characterized by relatively low poverty levels but persistently high-income inequality. Coun-
tries like Argentina, Chile, and Uruguay, despite achieving notable levels of human development, continue facing significant income distribution challen-
ges.

			Conversely, other regions present different challenges. Economies such as Iraq in Asia, Moldova in Europe, and Egypt in Africa typically experience high poverty and pronounced gender inequalities, albeit with relatively lower income inequality. The coexistence of substantial poverty and gender disparities necessitates targeted and context-specific policy responses, prioritizing educational access, economic empowerment, and structural reforms that address both poverty alleviation and gender equality effectively.

			Reducing poverty and inequality are both critical to sustainable economic development; however, distinct and differentiated policy strategies are required due to the unique characteristics and root causes of each issue (Palma, 2011; Clark and Hulme, 2010). Thus, gedi’s comprehensive integration of these social dimensions supports informed policymaking, resource allocation, and effective strategies tailored to diverse development contexts.

			Institutional development

			Institutional factors have long been recognized as pivotal for shaping environments conducive to economic development. Early seminal contributions by Hamilton (1919), followed prominently by North (1990), underscore the critical role institutions play in influencing productive structures and societal well-being. Although various institutional variables may be relevant, this study specifically addresses three core dimensions that reflect sound institutional performance: 1) corruption perceptions, 2) financial development, and 3) environmental sustainability. Collectively, these dimensions represent essential institutional conditions supporting sustainable and inclusive economic development.

			Corruption significantly affects economic performance through multiple channels. On the supply side, corruption raises production costs, impacting price levels and profit margins. It reduces real wages, limits the capital available for investments in research and development or for the establishment of new enterprises, and facilitates market concentration by erecting barriers to entry (Cuervo-Cazurra, 2016; Shumetie and Watabaji, 2019). On the demand side, corruption diminishes households’ real income, as individuals must allocate a portion of their resources to secure services or benefits that would otherwise be less costly. Furthermore, corruption fosters environments of impunity, weakening the rule of law (Bardhan, 1997; Fagerberg and Srholec, 2017).

			The degree of financial development significantly influences economic growth and stability. As financial sectors mature, they provide increased savings opportunities for households and expand financing sources for businesses. Evaluations of financial sector development typically consider depth, access, and efficiency within financial institutions and markets. Effective financial development ensures efficient resource allocation between households and firms and reduces vulnerabilities associated with foreign currency indebtedness (Sahay et al., 2015; Fialho and Bergeijk, 2016).

			Significant financial development gaps exist between developed and emerging economies, explaining the limited access to credit among businesses in emerging markets (Blancas, 2011). For example, Korea’s financial development indicators have consistently improved since 1980, substantially narrowing its financial development gap relative to developed economies. Conversely, Mexico, illustrating a stagnant emerging economy, has exhibited minimal progress in financial sector development over the past 25 years (Financial Development Index - imf, 2016). Thus, incorporating financial sector development indicators into gedi is essential for accurately distinguishing among emerging economies based on their financial maturity and economic resilience.

			Environmental sustainability represents another fundamental component of institutional development. Within the institutional framework, sustainable economic growth, environmental stewardship, and resilience in productive processes constitute essential conditions for achieving long-term productive development (Islam et al., 2003; Cobbinah et al., 2015; Svenfelt et al., 2019). Moreover, environmental sustainability fosters innovation and technological advancement, creating conducive environments for sustained economic progress (Bailey et al., 2018; Boons et al., 2013; Gibbs and O’Neill, 2016).


			4. Construction and development of the database

			The three thematic groups and their respective variables constitute the database used to construct the gedi. Based on the definition of emerging economies and the thematic categories identified in section two, each selected variable can be obtained from recognized global data sources, including World Development Indicators (from WB), International Monetary Fund (imf), United Nations (UN), Transparency International, and Yale University. These variables share the characteristics of being global, periodically updated, and derived from widely recognized and accepted databases (see table 1).

			gedi faces certain limitations related to data periodicity and availability. For example, indicators such as high-tech exports (wb), gini coefficients (wb), and the Environmental Performance Index (Yale University) are not consistently updated annually for all countries. To address these limitations, periodic updates of gedi may apply complementary methodologies such as interpolation, imputation techniques, or multi-year averages to maintain consistent and reliable comparisons.


			5. Estimation of the gedi

			The estimation of gedi follows the methodological approach used by hdi. Specifically, each country’s gedi value is calculated through the geometric mean of standardized indices derived from the ten variables outlined in table 1. The geometric mean aggregation methodology, utilized by hdi and adopted here, was selected because it effectively penalizes countries exhibiting significantly low performance in any variable. Unlike arithmetic mean methods, the geometric mean ensures balanced consideration across all dimensions of the index, thus reflecting a comprehensive and interdependent view of development (Srinivasan, 1994; McGillivray, 1991).

			The gedi estimation procedure comprises two steps:

			
					Each variable is normalized by applying the following formula (equation).
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					The gedi is calculated as the geometric mean of the normalized variables using equation 2.
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			Where:
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			Figure 3 presents the data obtained from the gedi for each analyzed variable across the set of economies studied. An immediate observation from these graphs is the differing slopes of the trend curves between developed and emerging economies. If the slopes were identical for all variables across these two groups, the existing wb income classification could sufficiently differentiate economic performance. However, the differing slopes observed indicate that gedi effectively captures multidimensional differences between these groups. This underscores gedi’s capacity to accurately distinguish structural, institutional, and social characteristics, thereby providing more nuanced 
differentiation between emerging and developed economies.

			Discrepancies between emerging and developed economies are evident when analyzing variables according to economy type (developed, emerging, and least developed countries–ldc, see figure 3). These results emphasize the importance of public policies aimed at increasing productivity, reducing income and gender inequalities, strengthening institutional frameworks, and developing financial systems.

			Variables such as hdi, exports-to-imports ratio, and Environmental Performance Index reveal that developed economies exhibit relatively similar levels, clearly above those of least developed countries. Emerging economies, while positioned above ldcs, display considerable variation, yet remain below developed economies. This development gap may be attributed to comparatively lower economic growth rates and higher inequality levels (Piketty, 2014; Keeley, 2015; Molero-Simarro, 2016). 

			Figure 3. Analysis of the variables used in the GEDI
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			Continue

		

		
			Figure 3. Analysis of the variables used in the GEDI (continuation)
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			Notes: GDP per capita by PPP; * % of total manufacturing exports; ** Inverse = [1-GINI]; *** Inverse = [1-Gender inequality index].

			Source: own elaboration with data from table 1.

			Regarding trade balance, most developed economies maintain surplus or balanced positions, contrasting with emerging economies, underscoring the importance for these countries to strengthen export capacity and reduce import dependence (Thirlwall, 1979; Araujo and Lima, 2007; Awokuse, 2008). Finally, the behavior of high-tech exports and the share of manufacturing and services in gdp highlights structural differences between developed and emerging economies, confirming that structural change is necessary but not sufficient alone to achieve a full transition from emerging to developed status.

			The second step consists of estimating the gedi using equation 2; the results for each economy are presented in Appendix 1 of this document. Table 2 classifies each country into four categories–developed, successful emerging, emerging, and vulnerable–based on their gedi scores. These classification thresholds were established by dividing the gedi score distribution into quartiles. This quartile-based method uses the segmentation naturally present in the data, creating statistically supported boundaries that reflect the multidimensional characteristics of the economies analyzed. This approach ensures that each category represents distinct levels of economic performance, thereby reinforcing the internal coherence and analytical validity of gedi for comparative assessments.

			Table 2. Classification of GEDI

			
				
					
					
				
				
					
							
							Classification

						
							
							Values

						
					

					
							
							Developed economy

						
							
							0.620 < GEDI

						
					

					
							
							Successful emerging economy

						
							
							0.417 < GEDI < 0.620

						
					

					
							
							Emerging economy

						
							
							0.222 < GEDI < 0.417

						
					

					
							
							Vulnerable economy

						
							
							GEDI < 0.222

						
					

				
			

			Source: own elaboration.

			According to the gedi results, economies are classified into four categories: developed (27), successful emerging (32), emerging (45), and vulnerable (25) (see figure 4).

 
			Figure 4. Classification of economies based on the GEDI
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			Source: own elaboration with the GEDI data of emerging economies.

			Figure 5 compares histograms of the gedi, wb income classification, and hdi, allowing validation of gedi’s consistency and robustness. The gedi histogram shows a cluster of economies–such as Singapore, Switzerland, and Ireland–with the highest levels of development across productive, social, and institutional dimensions. In contrast, twenty-five economies fall into the vulnerable category, indicating clear developmental gaps. Between these groups are eighty-eight emerging economies, representing diverse and intermediate development stages globally. This distribution highlights gedi’s capacity to identify differences among economies that traditional classifications may overlook.

Figure 5. Distribution histogram for HDI, income classification by WB and GEDI
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			Source: own elaboration with the GEDI data of emerging economies.

			The data distribution for the wb income classification (see figure 5.2.) shows a high concentration of economies classified as high income, including Switzerland, Greece, Lithuania, Puerto Rico, and Trinidad and Tobago. This classification places 36% of countries in the high-income category and 14% in the low-income category. Such distribution reflects significant variation in income levels across countries (Madrueño-Aguilar, 2017).

			The hdi histogram (see figure 5.3.) presents a more balanced distribution but identifies 14% of the countries as experiencing substantial delays in economic development. In contrast, 25% of countries are categorized as highly developed, including economies like Argentina, Oman, and Greece. The hdi results also show that countries such as Iran (0.799) have higher development scores compared to Mexico (0.765), Brazil (0.760), South Africa (0.704), and Egypt (0.696). Additionally, according to hdi values, the development levels of Peru (0.756) and China (0.753) appear similar.

			The gedi results provide insights that differ from traditional development indices. For instance, Malaysia ranks higher than Portugal and Greece, while Peru, Tunisia, and the Philippines are positioned above Saudi Arabia and South Africa. These outcomes demonstrate gedi’s capacity to capture the multidimensional characteristics of development. Observed differences underscore structural, institutional, and social heterogeneities typically not reflected in income-based rankings. Incorporating variables related to productive structures–such as the share of manufacturing and services, technological sophistication, and trade dynamics–enables gedi to include fundamental determinants of economic development. Consequently, the gedi offers a comprehensive analytical perspective on the complexities inherent to global development processes.

			6. Conclusions

			

			gedi includes 129 countries, accounting for approximately 95% of global gdp, thereby providing a comprehensive basis for cross-country comparative analysis across different regions and economic contexts. By integrating economic, social, and institutional dimensions into a single composite measure, gedi extends beyond traditional income-based metrics or the hdi, offering a more holistic and informative assessment of development. This multidimensional framework enhances the understanding of development not only by capturing a broader spectrum of each country’s conditions but also by identifying specific areas requiring intervention and potential opportunities for progress.

			The broad and integrative scope of gedi allows countries to pinpoint aspects that may drive sustainable and inclusive economic advancement in the long term. By highlighting structural, institutional, and social factors, gedi serves as a valuable diagnostic tool, facilitating precise and effective policymaking tailored to each country’s unique developmental trajectory. Such comprehensive analysis becomes especially critical in the contemporary global environment, characterized by economic convergence and the imperative of structural transformation. Effective public policy in this context demands nuanced, multidimensional diagnostics to adequately address the complexity and diversity of global economic development paths.

			gedi helps clarify why countries like China, despite generating roughly 16% of global gdp, continue facing substantial social challenges, including pronounced income inequality (gini index of 0.385) and notable corruption levels (Corruption Perception Index score of 41 out of 100). In Bulgaria, although human development (hdi of 0.807) and income equality (gini index of 0.373) metrics are relatively satisfactory, significant productivity and technological limitations persist. Specifically, high-tech exports constitute only 9.66% of Bulgaria’s total manufacturing exports, reflecting broader structural deficiencies despite manufacturing and services representing 72% of its gdp. Contrastingly, Vietnam presents a different scenario. Despite robust high-tech exports, accounting for 41% of its manufacturing exports, and comparable levels of income distribution to Bulgaria and Mexico, the Vietnamese economy still heavily depends on primary activities, which represent approximately 44% of its gdp. Thus, while China primarily faces social disparities, Bulgaria confronts technological and productivity constraints, and Vietnam requires significant structural transformation.

			These detailed insights illustrate gedi’s capacity to identify the precise developmental needs and challenges faced by individual economies, thereby enabling more efficient and targeted resource allocation across economic, social, and institutional dimensions. Governments and policymakers can leverage gedi findings to better identify specific policy areas that need intervention, effectively reducing duplication of efforts and ensuring more accurate responses to actual developmental requirements. As a result, gedi not only supports targeted interventions but also facilitates strategic planning aimed at reducing developmental disparities relative to advanced economies.

			By incorporating variables across productive, social, institutional, and environmental domains, gedi embraces a broader and more comprehensive conceptualization of development compared to existing indices. Consequently, it offers deeper analytical insights and practical policy guidance to address the specific and diverse challenges confronting emerging economies.

 
			Appendix 1

			Table A1. Estimation of GEDI

			
				
					
					
					
					
					
					
					
					
					
					
					
					
					
				
				
					
							
							Country

						
							
							LN GPDpc by PPP

						
							
							Ym+s

						
							
							X/M

						
							
							High Tech exports*

						
							
							HDI

						
							
							GINI**

						
							
							Gender Index***

						
							
							Corr. Index

						
							
							Finance Index

						
							
							Env Index

						
							
							Index

						
							
							Clasf GEDI1

						
					

					
							
							x1

						
							
							x2

						
							
							x3

						
							
							x4

						
							
							x5

						
							
							x6

						
							
							x7

						
							
							x8

						
							
							x9

						
							
							x10

						
							
							GEDI

						
					

				
				
					
							
							Albania

						
							
							9.480

						
							
							54

						
							
							0.68

						
							
							0.1

						
							
							0.789

						
							
							0.668

						
							
							0.764

						
							
							0.380

						
							
							0.209

						
							
							0.655

						
							
							0.252

						
							
							Em

						
					

					
							
							Algeria

						
							
							9.354

						
							
							70

						
							
							0.68

						
							
							0.6

						
							
							0.758

						
							
							0.724

						
							
							0.553

						
							
							0.330

						
							
							0.162

						
							
							0.572

						
							
							0.275

						
							
							Em

						
					

					
							
							Angola

						
							
							8.897

						
							
							53

						
							
							1.25

						
							
							17.0

						
							
							0.576

						
							
							0.487

						
							
							0.42

						
							
							0.190

						
							
							0.152

						
							
							0.374

						
							
							0.170

						
							
							V

						
					

					
							
							Argentina

						
							
							10.067

						
							
							70

						
							
							0.80

						
							
							9.2

						
							
							0.832

						
							
							0.588

						
							
							0.645

						
							
							0.390

						
							
							0.341

						
							
							0.593

						
							
							0.446

						
							
							SE

						
					

					
							
							Armenia

						
							
							9.402

						
							
							61

						
							
							0.75

						
							
							7.6

						
							
							0.758

						
							
							0.664

						
							
							0.737

						
							
							0.350

						
							
							0.252

						
							
							0.621

						
							
							0.402

						
							
							Em

						
					

					
							
							Australia

						
							
							10.798

						
							
							73

						
							
							1.03

						
							
							16.4

						
							
							0.937

						
							
							0.656

						
							
							0.896

						
							
							0.770

						
							
							0.871

						
							
							0.741

						
							
							0.706

						
							
							D

						
					

					
							
							Austria

						
							
							10.908

						
							
							79

						
							
							1.07

						
							
							12.9

						
							
							0.912

						
							
							0.703

						
							
							0.922

						
							
							0.750

						
							
							0.627

						
							
							0.790

						
							
							0.691

						
							
							D

						
					

					
							
							Azerbaijan

						
							
							9.555

						
							
							43

						
							
							1.16

						
							
							3.1

						
							
							0.752

						
							
							0.166

						
							
							0.682

						
							
							0.310

						
							
							0.199

						
							
							0.623

						
							
							0.173

						
							
							V

						
					

					
							
							Bangladesh

						
							
							8.334

						
							
							71

						
							
							0.74

						
							
							0.3

						
							
							0.609

						
							
							0.676

						
							
							0.462

						
							
							0.280

						
							
							0.187

						
							
							0.296

						
							
							0.169

						
							
							V

						
					

					
							
							Belarus

						
							
							9.814

						
							
							69

						
							
							1.00

						
							
							4.4

						
							
							0.815

						
							
							0.746

						
							
							0.871

						
							
							0.440

						
							
							0.178

						
							
							0.650

						
							
							0.436

						
							
							SE

						
					

					
							
							Belgium

						
							
							10.835

						
							
							82

						
							
							1.02

						
							
							10.6

						
							
							0.917

						
							
							0.726

						
							
							0.95

						
							
							0.750

						
							
							0.585

						
							
							0.774

						
							
							0.675

						
							
							D

						
					

					
							
							Benin

						
							
							8.021

						
							
							58

						
							
							0.79

						
							
							3.6

						
							
							0.515

						
							
							0.522

						
							
							0.386

						
							
							0.390

						
							
							0.147

						
							
							0.382

						
							
							0.213

						
							
							V

						
					

					
							
							Bolivia

						
							
							9.039

						
							
							59

						
							
							0.78

						
							
							5.7

						
							
							0.700

						
							
							0.56

						
							
							0.552

						
							
							0.330

						
							
							0.253

						
							
							0.560

						
							
							0.337

						
							
							Em

						
					

					
							
							

							Bosnia and Herzegovina

						
							
							9.536

						
							
							69

						
							
							0.71

						
							
							5.4

						
							
							0.767

						
							
							0.67

						
							
							0.833

						
							
							0.380

						
							
							0.267

						
							
							0.418

						
							
							0.382

						
							
							Em

						
					

					
							
							Botswana

						
							
							9.756

						
							
							64

						
							
							1.18

						
							
							0.9

						
							
							0.724

						
							
							0.467

						
							
							0.534

						
							
							0.610

						
							
							0.269

						
							
							0.517

						
							
							0.334

						
							
							Em

						
					

					
							
							Brazil

						
							
							9.583

						
							
							74

						
							
							1.06

						
							
							13.3

						
							
							0.760

						
							
							0.467

						
							
							0.596

						
							
							0.370

						
							
							0.593

						
							
							0.607

						
							
							0.474

						
							
							SE

						
					

					
							
							Bulgaria

						
							
							9.961

						
							
							73

						
							
							1.07

						
							
							9.5

						
							
							0.813

						
							
							0.596

						
							
							0.78

						
							
							0.430

						
							
							0.375

						
							
							0.679

						
							
							0.508

						
							
							SE

						
					

					
							
							Burkina Faso

						
							
							7.491

						
							
							47

						
							
							0.84

						
							
							6.0

						
							
							0.429

						
							
							0.647

						
							
							0.388

						
							
							0.420

						
							
							0.141

						
							
							0.428

						
							
							0.199

						
							
							V

						
					

					
							
							Burundi

						
							
							6.651

						
							
							57

						
							
							0.28

						
							
							1.7

						
							
							0.421

						
							
							0.614

						
							
							0.479

						
							
							0.220

						
							
							0.160

						
							
							0.274

						
							
							0.040

						
							
							V

						
					

					
							
							Cabo Verde

						
							
							8.801

						
							
							67

						
							
							0.68

						
							
							0.0

						
							
							0.647

						
							
							0.576

						
							
							0.626

						
							
							0.550

						
							
							0.258

						
							
							0.569

						
							
							0.126

						
							
							V

						
					

					
							
							Cameroon

						
							
							8.176

						
							
							67

						
							
							0.82

						
							
							4.9

						
							
							0.560

						
							
							0.534

						
							
							0.428

						
							
							0.250

						
							
							0.131

						
							
							0.408

						
							
							0.222

						
							
							V

						
					

					
							
							Canada

						
							
							10.790

						
							
							77

						
							
							0.93

						
							
							14.7

						
							
							0.921

						
							
							0.662

						
							
							0.908

						
							
							0.820

						
							
							0.856

						
							
							0.722

						
							
							0.699

						
							
							D

						
					

					
							
							Central African Republic

						
							
							6.817

						
							
							60

						
							
							0.43

						
							
							27.9

						
							
							0.376

						
							
							0.562

						
							
							0.316

						
							
							0.230

						
							
							0.059

						
							
							0.364

						
							
							0.048

						
							
							V

						
					

					
							
							Chile

						
							
							10.074

						
							
							68

						
							
							1.05

						
							
							6.4

						
							
							0.845

						
							
							0.556

						
							
							0.674

						
							
							0.670

						
							
							0.501

						
							
							0.575

						
							
							0.505

						
							
							SE

						
					

					
							
							China

						
							
							9.557

						
							
							81

						
							
							1.10

						
							
							30.9

						
							
							0.753

						
							
							0.615

						
							
							0.836

						
							
							0.410

						
							
							0.645

						
							
							0.507

						
							
							0.577

						
							
							SE

						
					

					
							
							Colombia

						
							
							9.569

						
							
							69

						
							
							0.75

						
							
							9.0

						
							
							0.760

						
							
							0.503

						
							
							0.589

						
							
							0.370

						
							
							0.377

						
							
							0.652

						
							
							0.416

						
							
							Em

						
					

					
							
							Congo, Rep.

						
							
							8.111

						
							
							47

						
							
							1.44

						
							
							2.1

						
							
							0.609

						
							
							0.511

						
							
							0.42

						
							
							0.210

						
							
							0.103

						
							
							0.424

						
							
							0.172

						
							
							V

						
					

					
							
							Costa Rica

						
							
							9.853

						
							
							80

						
							
							1.00

						
							
							18.5

						
							
							0.792

						
							
							0.517

						
							
							0.697

						
							
							0.590

						
							
							0.282

						
							
							0.679

						
							
							0.531

						
							
							SE

						
					

					
							
							Cote d'Ivoire

						
							
							8.181

						
							
							57

						
							
							1.08

						
							
							7.2

						
							
							0.512

						
							
							0.585

						
							
							0.342

						
							
							0.360

						
							
							0.232

						
							
							0.453

						
							
							0.244

						
							
							Em

						
					

					
							
							Croatia

						
							
							10.192

						
							
							72

						
							
							1.01

						
							
							8.8

						
							
							0.835

						
							
							0.696

						
							
							0.872

						
							
							0.490

						
							
							0.400

						
							
							0.655

						
							
							0.538

						
							
							SE

						
					

					
							
							Cyprus

						
							
							10.423

						
							
							78

						
							
							0.99

						
							
							14.1

						
							
							0.871

						
							
							0.686

						
							
							0.913

						
							
							0.570

						
							
							0.510

						
							
							0.726

						
							
							0.624

						
							
							D

						
					

					
							
							Czech Republic

						
							
							10.558

						
							
							79

						
							
							1.10

						
							
							17.9

						
							
							0.888

						
							
							0.751

						
							
							0.867

						
							
							0.570

						
							
							0.377

						
							
							0.677

						
							
							0.625

						
							
							D

						
					

					
							
							Denmark

						
							
							10.916

						
							
							78

						
							
							1.15

						
							
							13.9

						
							
							0.929

						
							
							0.713

						
							
							0.959

						
							
							0.880

						
							
							0.660

						
							
							0.816

						
							
							0.730

						
							
							D

						
					

					
							
							Dominican Republic

						
							
							9.725

						
							
							74

						
							
							0.89

						
							
							8.6

						
							
							0.741

						
							
							0.578

						
							
							0.546

						
							
							0.290

						
							
							0.183

						
							
							0.647

						
							
							0.369

						
							
							Em

						
					

					
							
							Ecuador

						
							
							9.360

						
							
							66

						
							
							0.96

						
							
							8.1

						
							
							0.757

						
							
							0.553

						
							
							0.61

						
							
							0.320

						
							
							0.192

						
							
							0.574

						
							
							0.370

						
							
							Em

						
					

					
							
							

							Egypt, Arab Rep.

						
							
							9.307

						
							
							69

						
							
							0.54

						
							
							0.6

						
							
							0.696

						
							
							0.685

						
							
							0.548

						
							
							0.320

						
							
							0.303

						
							
							0.612

						
							
							0.281

						
							
							Em

						
					

					
							
							El Salvador

						
							
							9.040

						
							
							77

						
							
							0.64

						
							
							5.7

						
							
							0.665

						
							
							0.62

						
							
							0.602

						
							
							0.330

						
							
							0.261

						
							
							0.539

						
							
							0.352

						
							
							Em

						
					

					
							
							Estonia

						
							
							10.429

						
							
							74

						
							
							1.06

						
							
							17.6

						
							
							0.879

						
							
							0.696

						
							
							0.89

						
							
							0.710

						
							
							0.325

						
							
							0.643

						
							
							0.610

						
							
							SE

						
					

					
							
							Ethiopia

						
							
							7.611

						
							
							43

						
							
							0.33

						
							
							5.8

						
							
							0.466

						
							
							0.65

						
							
							0.488

						
							
							0.350

						
							
							0.132

						
							
							0.448

						
							
							0.180

						
							
							V

						
					

					
							
							Finland

						
							
							10.768

						
							
							75

						
							
							1.00

						
							
							9.6

						
							
							0.924

						
							
							0.726

						
							
							0.945

						
							
							0.850

						
							
							0.663

						
							
							0.786

						
							
							0.678

						
							
							D

						
					

					
							
							France

						
							
							10.710

						
							
							80

						
							
							0.97

						
							
							26.1

						
							
							0.890

						
							
							0.684

						
							
							0.942

						
							
							0.700

						
							
							0.770

						
							
							0.840

						
							
							0.743

						
							
							D

						
					

					
							
							Gambia, The

						
							
							7.637

						
							
							58

						
							
							0.58

						
							
							0.1

						
							
							0.459

						
							
							0.641

						
							
							0.375

						
							
							0.300

						
							
							0.105

						
							
							0.424

						
							
							0.118

						
							
							V

						
					

					
							
							Georgia

						
							
							9.517

						
							
							69

						
							
							0.81

						
							
							3.2

						
							
							0.783

						
							
							0.621

						
							
							0.646

						
							
							0.560

						
							
							0.290

						
							
							0.557

						
							
							0.404

						
							
							Em

						
					

					
							
							Germany

						
							
							10.878

						
							
							82

						
							
							1.18

						
							
							15.9

						
							
							0.938

						
							
							0.681

						
							
							0.916

						
							
							0.810

						
							
							0.687

						
							
							0.784

						
							
							0.732

						
							
							D

						
					

					
							
							Ghana

						
							
							8.517

						
							
							53

						
							
							0.92

						
							
							4.4

						
							
							0.591

						
							
							0.565

						
							
							0.457

						
							
							0.400

						
							
							0.134

						
							
							0.497

						
							
							0.269

						
							
							Em

						
					

					
							
							Greece

						
							
							10.278

						
							
							78

						
							
							0.97

						
							
							12.0

						
							
							0.871

						
							
							0.656

						
							
							0.876

						
							
							0.480

						
							
							0.535

						
							
							0.736

						
							
							0.591

						
							
							SE

						
					

					
							
							Guatemala

						
							
							9.030

						
							
							80

						
							
							0.70

						
							
							5.3

						
							
							0.649

						
							
							0.517

						
							
							0.505

						
							
							0.280

						
							
							0.243

						
							
							0.523

						
							
							0.313

						
							
							Em

						
					

					
							
							Guinea

						
							
							7.791

						
							
							48

						
							
							0.79

						
							
							1.0

						
							
							0.463

						
							
							0.663

						
							
							0.427

						
							
							0.270

						
							
							0.101

						
							
							0.466

						
							
							0.161

						
							
							V

						
					

					
							
							Guyana

						
							
							9.104

						
							
							47

						
							
							0.87

						
							
							0.1

						
							
							0.668

						
							
							0.446

						
							
							0.505

						
							
							0.380

						
							
							0.176

						
							
							0.479

						
							
							0.189

						
							
							V

						
					

					
							
							Honduras

						
							
							8.624

						
							
							74

						
							
							0.74

						
							
							3.1

						
							
							0.621

						
							
							0.495

						
							
							0.527

						
							
							0.290

						
							
							0.216

						
							
							0.515

						
							
							0.285

						
							
							Em

						
					

					
							
							Hungary

						
							
							10.293

						
							
							75

						
							
							1.09

						
							
							17.3

						
							
							0.841

						
							
							0.694

						
							
							0.73

						
							
							0.450

						
							
							0.431

						
							
							0.650

						
							
							0.567

						
							
							SE

						
					

					
							
							Iceland

						
							
							10.925

						
							
							73

						
							
							1.10

						
							
							26.4

						
							
							0.935

						
							
							0.732

						
							
							0.935

						
							
							0.770

						
							
							0.578

						
							
							0.786

						
							
							0.738

						
							
							D

						
					

					
							
							India

						
							
							8.730

						
							
							63

						
							
							0.85

						
							
							7.4

						
							
							0.643

						
							
							0.622

						
							
							0.478

						
							
							0.400

						
							
							0.424

						
							
							0.306

						
							
							0.300

						
							
							Em

						
					

					
							
							Indonesia

						
							
							9.300

						
							
							64

						
							
							1.05

						
							
							8.2

						
							
							0.704

						
							
							0.606

						
							
							0.547

						
							
							0.370

						
							
							0.367

						
							
							0.469

						
							
							0.390

						
							
							Em

						
					

					
							
							Iran, Islamic Rep.

						
							
							9.584

						
							
							66

						
							
							1.05

						
							
							1.3

						
							
							0.799

						
							
							0.592

						
							
							0.512

						
							
							0.300

						
							
							0.372

						
							
							0.582

						
							
							0.332

						
							
							Em

						
					

					
							
							Ireland

						
							
							11.266

						
							
							88

						
							
							1.22

						
							
							29.0

						
							
							0.939

						
							
							0.672

						
							
							0.899

						
							
							0.740

						
							
							0.689

						
							
							0.788

						
							
							0.785

						
							
							D

						
					

					
							
							Israel

						
							
							10.570

						
							
							82

						
							
							1.04

						
							
							21.4

						
							
							0.904

						
							
							0.61

						
							
							0.896

						
							
							0.620

						
							
							0.563

						
							
							0.750

						
							
							0.673

						
							
							D

						
					

					
							
							Italy

						
							
							10.640

						
							
							81

						
							
							1.11

						
							
							7.9

						
							
							0.881

						
							
							0.641

						
							
							0.92

						
							
							0.500

						
							
							0.791

						
							
							0.770

						
							
							0.624

						
							
							D

						
					

					
							
							Jamaica

						
							
							9.169

						
							
							67

						
							
							0.71

						
							
							2.1

						
							
							0.725

						
							
							0.455

						
							
							0.592

						
							
							0.440

						
							
							0.275

						
							
							0.586

						
							
							0.334

						
							
							Em

						
					

					
							
							Japan

						
							
							10.616

						
							
							90

						
							
							1.06

						
							
							17.6

						
							
							0.913

						
							
							0.671

						
							
							0.898

						
							
							0.730

						
							
							0.877

						
							
							0.747

						
							
							0.732

						
							
							D

						
					

					
							
							

							Jordan

						
							
							9.194

						
							
							81

						
							
							0.62

						
							
							1.8

						
							
							0.722

						
							
							0.663

						
							
							0.529

						
							
							0.480

						
							
							0.388

						
							
							0.622

						
							
							0.367

						
							
							Em

						
					

					
							
							Kazakhstan

						
							
							10.121

						
							
							69

						
							
							1.31

						
							
							22.8

						
							
							0.813

						
							
							0.725

						
							
							0.796

						
							
							0.310

						
							
							0.319

						
							
							0.546

						
							
							0.512

						
							
							SE

						
					

					
							
							Kenya

						
							
							8.303

						
							
							50

						
							
							0.55

						
							
							3.4

						
							
							0.574

						
							
							0.592

						
							
							0.452

						
							
							0.280

						
							
							0.197

						
							
							0.473

						
							
							0.226

						
							
							Em

						
					

					
							
							Korea, Rep.

						
							
							10.562

						
							
							80

						
							
							1.14

						
							
							32.5

						
							
							0.904

						
							
							0.684

						
							
							0.94

						
							
							0.540

						
							
							0.868

						
							
							0.623

						
							
							0.721

						
							
							D

						
					

					
							
							Kyrgyz Republic

						
							
							8.526

						
							
							65

						
							
							0.52

						
							
							17.6

						
							
							0.671

						
							
							0.727

						
							
							0.611

						
							
							0.290

						
							
							0.126

						
							
							0.549

						
							
							0.321

						
							
							Em

						
					

					
							
							Lao PDR

						
							
							8.890

						
							
							49

						
							
							0.79

						
							
							37.4

						
							
							0.602

						
							
							0.636

						
							
							0.535

						
							
							0.290

						
							
							0.139

						
							
							0.429

						
							
							0.312

						
							
							Em

						
					

					
							
							Latvia

						
							
							10.257

						
							
							75

						
							
							1.00

						
							
							17.5

						
							
							0.849

						
							
							0.644

						
							
							0.792

						
							
							0.580

						
							
							0.278

						
							
							0.661

						
							
							0.559

						
							
							SE

						
					

					
							
							Lebanon

						
							
							9.685

						
							
							84

						
							
							0.49

						
							
							7.9

						
							
							0.732

						
							
							0.682

						
							
							0.605

						
							
							0.280

						
							
							0.320

						
							
							0.611

						
							
							0.378

						
							
							Em

						
					

					
							
							Lesotho

						
							
							8.001

						
							
							66

						
							
							0.49

						
							
							0.2

						
							
							0.514

						
							
							0.551

						
							
							0.455

						
							
							0.420

						
							
							0.143

						
							
							0.338

						
							
							0.158

						
							
							V

						
					

					
							
							Lithuania

						
							
							10.429

						
							
							77

						
							
							1.03

						
							
							12.6

						
							
							0.866

						
							
							0.627

						
							
							0.871

						
							
							0.590

						
							
							0.258

						
							
							0.693

						
							
							0.558

						
							
							SE

						
					

					
							
							Luxembourg

						
							
							11.634

						
							
							84

						
							
							1.19

						
							
							7.1

						
							
							0.908

						
							
							0.651

						
							
							0.935

						
							
							0.820

						
							
							0.755

						
							
							0.791

						
							
							0.694

						
							
							D

						
					

					
							
							Macedonia

						
							
							9.652

						
							
							67

						
							
							0.80

						
							
							4.0

						
							
							0.758

						
							
							0.658

						
							
							0.85

						
							
							0.350

						
							
							0.278

						
							
							0.611

						
							
							0.403

						
							
							Em

						
					

					
							
							Madagascar

						
							
							7.368

						
							
							60

						
							
							0.90

						
							
							0.4

						
							
							0.518

						
							
							0.574

						
							
							0.427

						
							
							0.240

						
							
							0.116

						
							
							0.337

						
							
							0.139

						
							
							V

						
					

					
							
							Malawi

						
							
							6.945

						
							
							62

						
							
							0.81

						
							
							11.5

						
							
							0.482

						
							
							0.553

						
							
							0.382

						
							
							0.310

						
							
							0.091

						
							
							0.492

						
							
							0.188

						
							
							V

						
					

					
							
							Malaysia

						
							
							10.190

						
							
							74

						
							
							1.11

						
							
							50.5

						
							
							0.802

						
							
							0.59

						
							
							0.714

						
							
							0.470

						
							
							0.679

						
							
							0.592

						
							
							0.633

						
							
							D

						
					

					
							
							Maldives

						
							
							9.797

						
							
							72

						
							
							0.95

						
							
							0.1

						
							
							0.716

						
							
							0.687

						
							
							0.625

						
							
							0.330

						
							
							0.196

						
							
							0.521

						
							
							0.259

						
							
							Em

						
					

					
							
							Malta

						
							
							10.640

						
							
							83

						
							
							1.17

						
							
							29.9

						
							
							0.883

						
							
							0.708

						
							
							0.803

						
							
							0.560

						
							
							0.560

						
							
							0.809

						
							
							0.705

						
							
							D

						
					

					
							
							Mauritania

						
							
							8.212

						
							
							48

						
							
							0.64

						
							
							0.0

						
							
							0.524

						
							
							0.674

						
							
							0.388

						
							
							0.280

						
							
							0.125

						
							
							0.392

						
							
							0.089

						
							
							V

						
					

					
							
							Mauritius

						
							
							9.972

						
							
							79

						
							
							0.77

						
							
							2.4

						
							
							0.793

						
							
							0.632

						
							
							0.627

						
							
							0.500

						
							
							0.465

						
							
							0.566

						
							
							0.423

						
							
							SE

						
					

					
							
							Mexico

						
							
							9.893

						
							
							78

						
							
							0.95

						
							
							21.6

						
							
							0.765

						
							
							0.546

						
							
							0.654

						
							
							0.290

						
							
							0.403

						
							
							0.597

						
							
							0.469

						
							
							SE

						
					

					
							
							Moldova

						
							
							9.363

						
							
							65

						
							
							0.57

						
							
							5.4

						
							
							0.709

						
							
							0.741

						
							
							0.768

						
							
							0.310

						
							
							0.351

						
							
							0.520

						
							
							0.371

						
							
							Em

						
					

					
							
							Mongolia

						
							
							9.334

						
							
							51

						
							
							1.04

						
							
							3.5

						
							
							0.729

						
							
							0.673

						
							
							0.682

						
							
							0.360

						
							
							0.386

						
							
							0.575

						
							
							0.378

						
							
							Em

						
					

					
							
							Morocco

						
							
							8.925

						
							
							66

						
							
							0.80

						
							
							3.8

						
							
							0.675

						
							
							0.605

						
							
							0.506

						
							
							0.400

						
							
							0.406

						
							
							0.635

						
							
							0.366

						
							
							Em

						
					

					
							
							Mozambique

						
							
							7.157

						
							
							49

						
							
							0.63

						
							
							11.7

						
							
							0.442

						
							
							0.46

						
							
							0.43

						
							
							0.250

						
							
							0.125

						
							
							0.464

						
							
							0.175

						
							
							V

						
					

					
							
							Myanmar

						
							
							8.438

						
							
							64

						
							
							0.71

						
							
							6.1

						
							
							0.577

						
							
							0.693

						
							
							0.54

						
							
							0.300

						
							
							0.154

						
							
							0.453

						
							
							0.281

						
							
							Em

						
					

					
							
							

							Namibia

						
							
							9.279

						
							
							69

						
							
							0.80

						
							
							1.3

						
							
							0.643

						
							
							0.409

						
							
							0.53

						
							
							0.510

						
							
							0.406

						
							
							0.585

						
							
							0.328

						
							
							Em

						
					

					
							
							Nepal

						
							
							8.039

						
							
							56

						
							
							0.21

						
							
							1.2

						
							
							0.574

						
							
							0.672

						
							
							0.512

						
							
							0.310

						
							
							0.216

						
							
							0.314

						
							
							0.109

						
							
							V

						
					

					
							
							Netherlands

						
							
							10.921

						
							
							81

						
							
							1.15

						
							
							22.5

						
							
							0.932

						
							
							0.715

						
							
							0.956

						
							
							0.820

						
							
							0.702

						
							
							0.755

						
							
							0.762

						
							
							D

						
					

					
							
							Nicaragua

						
							
							8.700

						
							
							64

						
							
							0.75

						
							
							0.6

						
							
							0.653

						
							
							0.538

						
							
							0.542

						
							
							0.260

						
							
							0.145

						
							
							0.550

						
							
							0.224

						
							
							Em

						
					

					
							
							Niger

						
							
							6.741

						
							
							44

						
							
							0.50

						
							
							3.0

						
							
							0.373

						
							
							0.657

						
							
							0.351

						
							
							0.330

						
							
							0.138

						
							
							0.357

						
							
							0.074

						
							
							V

						
					

					
							
							Nigeria

						
							
							8.555

						
							
							65

						
							
							1.00

						
							
							1.9

						
							
							0.533

						
							
							0.43

						
							
							0.427

						
							
							0.270

						
							
							0.236

						
							
							0.548

						
							
							0.241

						
							
							Em

						
					

					
							
							Norway

						
							
							11.050

						
							
							63

						
							
							1.11

						
							
							21.9

						
							
							0.953

						
							
							0.73

						
							
							0.953

						
							
							0.850

						
							
							0.673

						
							
							0.775

						
							
							0.730

						
							
							D

						
					

					
							
							Pakistan

						
							
							8.428

						
							
							65

						
							
							0.47

						
							
							2.2

						
							
							0.558

						
							
							0.665

						
							
							0.451

						
							
							0.320

						
							
							0.241

						
							
							0.375

						
							
							0.228

						
							
							Em

						
					

					
							
							Panama

						
							
							10.325

						
							
							71

						
							
							0.93

						
							
							9.2

						
							
							0.793

						
							
							0.501

						
							
							0.538

						
							
							0.370

						
							
							0.348

						
							
							0.627

						
							
							0.429

						
							
							SE

						
					

					
							
							Paraguay

						
							
							9.441

						
							
							67

						
							
							1.13

						
							
							6.4

						
							
							0.722

						
							
							0.512

						
							
							0.515

						
							
							0.290

						
							
							0.132

						
							
							0.539

						
							
							0.318

						
							
							Em

						
					

					
							
							Peru

						
							
							9.434

						
							
							67

						
							
							1.08

						
							
							5.0

						
							
							0.756

						
							
							0.567

						
							
							0.617

						
							
							0.370

						
							
							0.399

						
							
							0.619

						
							
							0.417

						
							
							SE

						
					

					
							
							Philippines

						
							
							8.956

						
							
							79

						
							
							0.76

						
							
							60.2

						
							
							0.709

						
							
							0.556

						
							
							0.573

						
							
							0.340

						
							
							0.392

						
							
							0.577

						
							
							0.485

						
							
							SE

						
					

					
							
							Poland

						
							
							10.314

						
							
							74

						
							
							1.08

						
							
							10.9

						
							
							0.868

						
							
							0.703

						
							
							0.872

						
							
							0.600

						
							
							0.477

						
							
							0.641

						
							
							0.591

						
							
							SE

						
					

					
							
							Portugal

						
							
							10.407

						
							
							78

						
							
							1.02

						
							
							6.0

						
							
							0.848

						
							
							0.662

						
							
							0.912

						
							
							0.630

						
							
							0.657

						
							
							0.719

						
							
							0.592

						
							
							SE

						
					

					
							
							Romania

						
							
							10.215

						
							
							77

						
							
							0.95

						
							
							9.8

						
							
							0.813

						
							
							0.64

						
							
							0.684

						
							
							0.480

						
							
							0.304

						
							
							0.648

						
							
							0.498

						
							
							SE

						
					

					
							
							Russian Federation

						
							
							10.169

						
							
							68

						
							
							1.26

						
							
							12.2

						
							
							0.822

						
							
							0.628

						
							
							0.738

						
							
							0.290

						
							
							0.482

						
							
							0.638

						
							
							0.493

						
							
							SE

						
					

					
							
							Rwanda

						
							
							7.576

						
							
							49

						
							
							0.56

						
							
							12.5

						
							
							0.529

						
							
							0.563

						
							
							0.588

						
							
							0.550

						
							
							0.120

						
							
							0.437

						
							
							0.261

						
							
							Em

						
					

					
							
							Saudi Arabia

						
							
							10.764

						
							
							64

						
							
							1.19

						
							
							0.7

						
							
							0.856

						
							
							0.541

						
							
							0.768

						
							
							0.490

						
							
							0.462

						
							
							0.575

						
							
							0.402

						
							
							Em

						
					

					
							
							Senegal

						
							
							8.079

						
							
							70

						
							
							0.61

						
							
							2.2

						
							
							0.510

						
							
							0.597

						
							
							0.476

						
							
							0.450

						
							
							0.164

						
							
							0.495

						
							
							0.253

						
							
							Em

						
					

					
							
							Seychelles

						
							
							10.198

						
							
							75

						
							
							0.88

						
							
							89.3

						
							
							0.800

						
							
							0.532

						
							
							0.427

						
							
							0.600

						
							
							0.312

						
							
							0.660

						
							
							0.549

						
							
							SE

						
					

					
							
							Sierra Leone

						
							
							7.404

						
							
							34

						
							
							0.54

						
							
							0.1

						
							
							0.435

						
							
							0.643

						
							
							0.354

						
							
							0.300

						
							
							0.090

						
							
							0.425

						
							
							0.039

						
							
							V

						
					

					
							
							Singapore

						
							
							11.451

						
							
							89

						
							
							1.17

						
							
							53.1

						
							
							0.934

						
							
							0.541

						
							
							0.934

						
							
							0.840

						
							
							0.749

						
							
							0.642

						
							
							0.807

						
							
							D

						
					

					
							
							Slovak Republic

						
							
							10.339

						
							
							76

						
							
							1.02

						
							
							11.8

						
							
							0.854

						
							
							0.748

						
							
							0.813

						
							
							0.500

						
							
							0.321

						
							
							0.706

						
							
							0.559

						
							
							SE

						
					

					
							
							Slovenia

						
							
							10.509

						
							
							77

						
							
							1.12

						
							
							6.5

						
							
							0.899

						
							
							0.758

						
							
							0.947

						
							
							0.610

						
							
							0.382

						
							
							0.676

						
							
							0.580

						
							
							SE

						
					

					
							
							

							South Africa

						
							
							9.450

						
							
							73

						
							
							1.05

						
							
							5.2

						
							
							0.704

						
							
							0.37

						
							
							0.576

						
							
							0.430

						
							
							0.627

						
							
							0.447

						
							
							0.390

						
							
							Em

						
					

					
							
							Spain

						
							
							10.586

						
							
							79

						
							
							1.11

						
							
							7.7

						
							
							0.891

						
							
							0.653

						
							
							0.923

						
							
							0.570

						
							
							0.864

						
							
							0.784

						
							
							0.643

						
							
							D

						
					

					
							
							Sri Lanka

						
							
							9.447

						
							
							72

						
							
							0.75

						
							
							1.0

						
							
							0.776

						
							
							0.602

						
							
							0.619

						
							
							0.380

						
							
							0.284

						
							
							0.606

						
							
							0.335

						
							
							Em

						
					

					
							
							St. Lucia

						
							
							9.517

						
							
							75

						
							
							0.83

						
							
							4.6

						
							
							0.744

						
							
							0.488

						
							
							0.664

						
							
							0.550

						
							
							0.321

						
							
							0.562

						
							
							0.415

						
							
							Em

						
					

					
							
							Sweden

						
							
							10.872

						
							
							78

						
							
							1.08

						
							
							15.4

						
							
							0.935

						
							
							0.712

						
							
							0.957

						
							
							0.840

						
							
							0.709

						
							
							0.805

						
							
							0.733

						
							
							D

						
					

					
							
							Switzerland

						
							
							11.115

						
							
							89

						
							
							1.19

						
							
							14.1

						
							
							0.943

						
							
							0.673

						
							
							0.96

						
							
							0.850

						
							
							0.931

						
							
							0.874

						
							
							0.785

						
							
							D

						
					

					
							
							Tanzania

						
							
							7.941

						
							
							46

						
							
							0.89

						
							
							2.6

						
							
							0.522

						
							
							0.595

						
							
							0.461

						
							
							0.360

						
							
							0.115

						
							
							0.508

						
							
							0.216

						
							
							V

						
					

					
							
							Thailand

						
							
							9.763

						
							
							84

						
							
							1.25

						
							
							24.7

						
							
							0.762

						
							
							0.635

						
							
							0.614

						
							
							0.370

						
							
							0.699

						
							
							0.499

						
							
							0.544

						
							
							SE

						
					

					
							
							Togo

						
							
							7.324

						
							
							34

						
							
							0.76

						
							
							0.2

						
							
							0.510

						
							
							0.569

						
							
							0.433

						
							
							0.320

						
							
							0.198

						
							
							0.418

						
							
							0.058

						
							
							V

						
					

					
							
							Tunisia

						
							
							9.269

						
							
							74

						
							
							0.78

						
							
							7.4

						
							
							0.738

						
							
							0.672

						
							
							0.701

						
							
							0.420

						
							
							0.264

						
							
							0.624

						
							
							0.429

						
							
							SE

						
					

					
							
							Turkey

						
							
							10.238

						
							
							71

						
							
							0.85

						
							
							2.9

						
							
							0.805

						
							
							0.586

						
							
							0.679

						
							
							0.400

						
							
							0.516

						
							
							0.530

						
							
							0.417

						
							
							SE

						
					

					
							
							Uganda

						
							
							7.469

						
							
							56

						
							
							0.72

						
							
							2.1

						
							
							0.522

						
							
							0.572

						
							
							0.468

						
							
							0.260

						
							
							0.117

						
							
							0.443

						
							
							0.186

						
							
							V

						
					

					
							
							Ukraine

						
							
							8.975

						
							
							63

						
							
							0.86

						
							
							6.3

						
							
							0.747

						
							
							0.74

						
							
							0.711

						
							
							0.300

						
							
							0.211

						
							
							0.529

						
							
							0.364

						
							
							Em

						
					

					
							
							United Arab Emirates

						
							
							11.094

						
							
							65

						
							
							1.32

						
							
							11.9

						
							
							0.864

						
							
							0.675

						
							
							0.862

						
							
							0.710

						
							
							0.489

						
							
							0.589

						
							
							0.610

						
							
							SE

						
					

					
							
							United Kingdom

						
							
							10.736

						
							
							80

						
							
							0.96

						
							
							23.1

						
							
							0.919

						
							
							0.652

						
							
							0.872

						
							
							0.820

						
							
							0.852

						
							
							0.799

						
							
							0.743

						
							
							D

						
					

					
							
							United States

						
							
							11.001

						
							
							89

						
							
							0.80

						
							
							19.7

						
							
							0.919

						
							
							0.586

						
							
							0.798

						
							
							0.750

						
							
							0.877

						
							
							0.712

						
							
							0.691

						
							
							D

						
					

					
							
							Uruguay

						
							
							9.968

						
							
							73

						
							
							1.17

						
							
							8.1

						
							
							0.807

						
							
							0.605

						
							
							0.724

						
							
							0.700

						
							
							0.269

						
							
							0.647

						
							
							0.513

						
							
							SE

						
					

					
							
							Uzbekistan

						
							
							8.782

						
							
							48

						
							
							0.91

						
							
							1.6

						
							
							0.707

						
							
							0.353

						
							
							0.697

						
							
							0.220

						
							
							0.261

						
							
							0.459

						
							
							0.228

						
							
							Em

						
					

					
							
							Vietnam

						
							
							8.876

						
							
							57

						
							
							1.03

						
							
							41.4

						
							
							0.690

						
							
							0.643

						
							
							0.682

						
							
							0.350

						
							
							0.290

						
							
							0.470

						
							
							0.441

						
							
							SE

						
					

					
							
							Zambia

						
							
							8.156

						
							
							60

						
							
							1.04

						
							
							4.5

						
							
							0.589

						
							
							0.429

						
							
							0.457

						
							
							0.370

						
							
							0.132
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			Notes: * % of total manufacturing exports; ** Inverse = [1 - GINI]; *** Inverse = [1 - Gender inequality index]. 
1 D: developed; SE: successful emerging; Em: emerging; V: vulnerable.

			Source: own elaboration with the GEDI data of emerging economies.
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			Resumen. El presente trabajo busca demostrar que las propiedades dinámicas del desempleo en México pueden explicarse desde la perspectiva de histéresis y que son los movimientos en la demanda los que provocaron la desviación de las tasas de desempleo de su tendencia de largo plazo. Se realizaron pruebas de raíces unitarias a dos variables que permitieron entender el desempleo. Primero, de acuerdo con la literatura convencional, se empleó la tasa de desocupación. Después, siguiendo la visión poskeynesiana, el porcentaje de uso de capacidad instalada. Con base en los resultados econométricos se prueba la hipótesis de histéresis para la tasa de desocupación y se sugieren políticas encaminadas a fortalecer la demanda efectiva y con ello, aumentar el porcentaje de uso de la capacidad instalada, para disminuir los niveles de desempleo en México.

			Palabras clave: dinámica del desempleo; histéresis, NAIRU; pruebas de raíces unitarias; capacidad instalada.

			Clasificación JEL: 011; 025; E12; E62.


			Unemployment hysteresis: empirical evidence for the case of Mexico (2006-2023)

			Abstract. This paper aims to demonstrate that the dynamic properties of unemployment in Mexico can be explained from the point of view of hysteresis, showing that movements in demand caused unemployment rates to deviate from their long-term trend. Unit root tests were performed on two variables which allowed us to understand unemployment. First, in accordance with conventional literature, the unemployment rate was used. Then, following the post-Keynesian view, the percentage of installed capacity utilization was used. Based on the econometric results, we test the hysteresis hypothesis for the unemployment rate and suggest policies aimed at strengthening effective demand, thus increasing the percentage of installed capacity utilization to reduce unemployment levels in Mexico.

			Key Words: unemployment dynamics; hysteresis, nairu; unit root tests; installed capacity.

		

		

		

			1. Introducción

			Como resultado de la pandemia por Covid-19 y la guerra entre Rusia y Ucrania, las tasas de desempleo de los países presentaron cambios importantes. Esta situación mantiene el interés de investigadores y de la sociedad en general en la actualidad, ya que el desempleo es uno de los principales retos que se debe atender, por los daños sociales potenciales que puede llegar a generar.

			En América Latina, la pandemia por Covid-19 generó una disminución sin precedente de población ocupada de 8.2%, la primera en documentarse desde 1950, mayor a la de economías desarrolladas y otras economías emergentes (Cepal-oit, 2022).

			En México, durante la pandemia, el empleo registró un descenso importante en comparación con el resto de los países de la Organización para la Cooperación y el Desarrollo Económicos (ocde); como resultado de la vacunación y la reactivación del consumo interno, para julio de 2022 la tasa de desocupación recuperó los niveles prepandémicos, y pasó de un máximo de 5.5% en junio de 2020 a un 3.3% en julio de 2022. Detrás de esta aparente recuperación en el tema del desempleo aún existen aspectos que deben ser atendidos, como son la tasa de informalidad laboral en México, que llegó a 56% en marzo de 2022 (OCDE, 2022).

			Partiendo de este escenario es que se decidió analizar el problema del desempleo en México desde sus propiedades dinámicas y de forma específica desde la perspectiva de histéresis –término que proviene del electromagnetismo en la física que consiste en que causas transitorias pueden tener efectos permanentes–. Este concepto fue insertado a la economía para el estudio del desempleo e indica que la tasa de desempleo es un proceso de raíz unitaria, no estacionario, que nunca vuelve al equilibrio, por lo que choques temporales –positivos o negativos– tienen efectos permanentes sobre la tasa de desempleo (O’Shaughnessy, 2011).

			Ante la escasa literatura sobre el tema para la economía mexicana, en seguimiento a Ahedo García y Cruz (2023), el objetivo principal del análisis se centra en conocer si las propiedades dinámicas del desempleo en México, considerando los movimientos de las tasas de desempleo como consecuencia de la pandemia y la guerra entre Rusia y Ucrania, pueden ser explicadas por la histéresis. En caso de resultar afirmativo, la siguiente cuestión a resolver es: ¿qué tipo de choque –de oferta o de demanda– desvió al desempleo de su tendencia de largo plazo Para llegar al objetivo, se realizaron pruebas 
de raíces unitarias a dos variables que permiten entender el desempleo, en primer lugar, desde la perspectiva convencional, a la tasa de desocupación, y en segundo lugar, desde la perspectiva poskeynesiana, a la capacidad productiva ociosa.

			Después de la introducción, el texto presenta en la segunda sección algunas hipótesis desde la perspectiva convencional que explican la dinámica del desempleo. En la tercera sección se comentan estudios sobre histéresis del desempleo desde un enfoque poskeynesiano introduciendo el debate sobre si responde a choques de oferta o de demanda. En la cuarta sección se describen trabajos sobre histéresis del desempleo en México y se analizan el comportamiento de la tasa de desocupación y del porcentaje de uso de capacidad instalada para conocer si la evidencia empírica en el caso mexicano es una muestra del fenómeno de histéresis y cuáles son las causas que lo originan. Finalmente se presentan conclusiones y propuestas sobre las políticas para disminuir el problema del desempleo en México.


			2. Explicaciones de la dinámica del desempleo desde la perspectiva convencional

			

			Desde la perspectiva teórica convencional, el nivel de empleo se determina en un mercado de trabajo con los supuestos de perfecta flexibilidad, nula posibilidad de desempleo involuntario, es decir, los desempleados existen solamente por razones friccionales, estructurales, o por su propia voluntad. En este contexto, surgen diversos argumentos que intentan explicar la dinámica del desempleo, generando un debate sobre si la persistencia del desempleo gira en torno a sus desviaciones con respecto a la tasa natural, y de si las mismas son o no permanentes. Dentro de estos argumentos destacan los siguientes: la tasa natural de desempleo, la estructuralista, la de persistencia, la de cadena de reacción y la de histéresis, mismos que se desarrollan a continuación. 

			La tasa natural de desempleo

			La tasa natural de desempleo considera que las decisiones de los agentes en el mercado de trabajo sobre precios y salarios se encuentran en equilibrio, limpiando así dicho mercado (Blanchard, 2009). Dicha tasa nace de una curva de Phillips ampliada con expectativas adaptativas de inflación, ya que, en el corto plazo, existe un intercambio entre inflación y desempleo, pero en el largo plazo –en el que las expectativas se cumplen– no existe tal, pues la economía se localiza en una tasa de desempleo que es compatible con cualquier tasa de inflación. En consecuencia, la curva de Phillips a largo plazo sería vertical sobre dicha tasa de desempleo denominada por Friedman la tasa no-aceleradora de la inflación (Non-Accelerating Inflation Rate of Unemployment, NAIRU, por sus siglas en inglés), la cual define como la ausencia de exceso de demanda en cada mercado o como la realización de todas las expectativas. Según Friedman (1968), la nairu podría reducirse mejorando la disponibilidad de información acerca de las vacantes de puestos de trabajo y de oferta de mano de obra.

			En resumen, para la nairu, el desempleo presenta un equilibrio único en el largo plazo; sin embargo, en el corto plazo, de acuerdo con la marcha positiva o negativa de la economía, pueden presentarse desviaciones temporales a dicho equilibrio que lo pueden aumentar o disminuir. Por lo tanto, las tasas de desempleo son un proceso estacionario de reversión a la media, donde los choques sólo tienen efectos transitorios (Ayala et al., 2012).

			La hipótesis estructuralista

			Para esta hipótesis el desempleo se mueve alrededor de la nairu, pero cambios en los fundamentos económicos, como las tasas de interés, los tipos de cambio, las intervenciones en el mercado de trabajo a través de impuestos al empleo o beneficios por el estado de bienestar, pueden cambiar el nivel de equilibrio de las tasas de desempleo, por lo que las tasas de desempleo son un proceso estacionario sujeto a cambios estructurales ocasionales pero persistentes (Phelps, 1994 y 1995; Ayala et al., 2012).

			La hipótesis de persistencia en las tasas de desempleo

			Según la hipótesis de persistencia, después de un choque las tasas de desempleo se ajustan lentamente hasta llegar nuevamente a la tasa de equilibrio de largo plazo, dando origen a procesos no estacionarios de larga memoria (Ayala et al., 2012). Como resultado, el desempleo aumentará de manera persistente (Badagian et al., 2001; Blanchard, 1988; Layard y Bean, 1989; Layard y Nickell, 1986; Malinvaud, 1982; Modigliani et al., 1987; Phelps, 1995).

			La hipótesis de cadena de reacción

			Para esta hipótesis, la evolución del desempleo de corto plazo se explica de forma articulada con su trayectoria de largo plazo, pues primero identifica mecanismos de ajuste que operan en el mercado laboral en el corto plazo, para luego evaluar la persistencia de los efectos de un choque transitorio, que dan origen a una cadena de reacción de ajustes rezagados, pues estos choques trabajan modificando su trayectoria a través de una red de efectos complementarios (que se presentan a través de un sistema de ecuaciones que representan la demanda de trabajo, el establecimiento de los salarios y la participación de la fuerza de trabajo, caracterizada por rezagos que ejercen influencia complementaria sobre la persistencia) y, finalmente, analiza cómo variables exógenas al mercado de trabajo interactúan con los procesos de ajuste en la oferta y la demanda, e inciden sobre el nivel de desempleo de largo plazo llevando las tasas de desocupación lejos de su equilibrio durante largos periodos (Leites y Porras, 2016; Henry et al., 2000).

			La hipótesis de histéresis del desempleo

			El vocablo histéresis, del griego hystérēsis (“retraso” o “deficiencia”), había sido aplicado en el campo del electromagnetismo en la física, e indica la dependencia de un sistema con respecto a su propia historia, y consiste en que causas transitorias pueden tener efectos permanentes (Bajo y Monés, 1996). Sin emplear de forma expresa el término de histéresis, esta noción había sido abordada por Schumpeter (1934), Haavelmo (1944), Samuelson (1968), Phelps (1972), Hargreaves Heap (1980), Johansen (1982), Weitzman (1982) y Diamond (1982).

			No obstante, los primeros en utilizar el concepto de histéresis en el desempleo fueron Blanchard y Summers (1986), quienes explicaron por qué el desempleo en Estados Unidos había caído al nivel previo a la crisis de los precios del petróleo, en tanto que en Europa el desempleo se mantuvo en niveles más altos. Modelaron por separado el comportamiento de los trabajadores insiders y outsiders, encontrando que un incremento transitorio en el desempleo, pero de relativa larga duración, reducirá el número de insiders y aumentará el número de outsiders. Debido a que sólo los insiders participan en la negociación salarial, el salario de equilibrio será superior y el empleo será inferior de lo que sería en el caso de que los outsiders también pudieran negociar puestos de trabajo y ejercer presión a la baja sobre los salarios. Una consecuencia es el aumento de la producción y es probable que la demanda de trabajo genere presiones inflacionarias a pesar de que el desempleo es alto, por lo que se incrementa la tasa natural de desempleo. El instrumento metodológico elaborado para demostrar la histéresis por Blanchard y Summers (1986) fue a través de pruebas de raíz unitaria (O’Shaughnessy, 2011).

			En resumen, la hipótesis de histéresis del desempleo, cuyo planteamiento inicial corresponde a Blanchard y Summers (1986), sugiere que el choque que experimenta el mercado laboral origina un creciente desempleo, sin que exista la posibilidad de revertirlo a su nivel original. La dinámica del desempleo es, en este sentido, un proceso que puede verse como no estacionario, y cuya forma común de probarlo es a través de pruebas de orden de integración (Cross et al., 1990a y 1990b; Maurer y Nivia, 1994; Dias, 1995; Mejía y Hernández, 1998; Spremolla, 1999 y 2001; Díaz et al., 2001; Castellar y Uribe, 2002; Rangel, 2007; Cheng-Hsun et al., 2008; Barboza y Hernández, 2009; Candelon et al., 2009; Mednik et al., 2012; Ayala et al., 2012; Dritsaki y Dritsaki, 2013; Ahedo García y Cruz, 2023).


			3. Histéresis del desempleo: ¿choques de oferta o de demanda?

			La hipótesis de histéresis desde el enfoque poskeynesiano describe una relación inversa entre acumulación de capital y desempleo, de tal forma que cuando se incrementa la inversión (y el stock de capital) el desempleo disminuye.

			Como la inversión está determinada por la demanda efectiva, son los choques a ésta los que determinan en última instancia el nivel de desempleo. Dado un nivel de stock de capital, se establece un nivel de desempleo que es principalmente involuntario, de tal forma que, si un choque contrae la demanda efectiva, los empresarios despedirán trabajadores (y pospondrán sus inversiones), lo que implica tener capacidad productiva ociosa, y al no existir un mecanismo automático para revertirla es factible que aumente el nivel de desempleo. Los trabajos más representativos de la histéresis del desempleo desde la visión poskeynesiana son los de Rowthorn (1995), Carlin y Soskice (1989 y 1990), Alexiou y Pitelis (2003) y O’Shaughnessy (2000 y 2011).

			Con relación a la nairu, Rowthorn (1995) supone que, si la inflación no anticipada es de 0, los precios se incrementan a una tasa constante. Pero, si se incrementan los precios del petróleo, el problema de quien asumirá el costo conducirá a una inflación acelerada. Para controlar la inflación, la demanda tiene que reducirse y el desempleo es forzado a incrementarse, pero al caer la demanda, las empresas se encontrarán con exceso de capacidad y responderán reduciendo su stock de capital, causando que la nairu aumente aún más. Suponiendo que los precios del petróleo después bajen al nivel anterior, esto reducirá las presiones inflacionarias y permitirá a la economía expandirse y moverse de regreso a una nairu más baja. De cualquier forma, hay menos stock de capital que antes; así un shock temporal en el petróleo origina un incremento en la nairu porque lleva a una pérdida de stock de capital y la economía puede llegar a estar encerrada en una situación de alto desempleo combinada con una capacidad “normal” de utilización.

			

			Es aquí donde Rowthorn (1995) explica cómo es que choques temporales en el desempleo pueden tener efectos permanentes, explicados en términos de stock de capital y por una disminución en la demanda, argumento principal de quienes estudian el fenómeno de histéresis del desempleo desde un enfoque poskeynesiano. Para este autor, la evidencia empírica de la relación del stock de capital y empleo para la mayoría de los países de la ocde muestra que estos países han experimentado una importante desaceleración en su tasa de cre-
cimiento del stock de capital desde 1973, la cual ha sido acompañada de una gran disminución en el crecimiento del empleo.

			Otros trabajos, como los de Carlin y Soskice (1989 y 1990), explican la histéresis del desempleo desde el stock de capital, cuyo comportamiento se ve influido por variables exógenas como la disminución del comercio, el poder de los sindicatos, los cambios en la capacidad instalada y las políticas deflacionarias continuas. Proponen políticas encaminadas a estimular la demanda, que ayuden a incrementar el stock de capital e incidan en el incremento del empleo.

			Por su parte, el trabajo de Alexiou y Pitelis (2003) explora la relación entre el stock de capital y las tasas de desempleo por el lado de la demanda, y a través de un modelo de datos panel, encuentra que una de las características en común de muchos países de la Unión Europea en el periodo 1983-2003 fue la persistencia de las altas tasas de desempleo ocasionado por una disminución en el stock de capital y una insuficiente demanda agregada atribuidas a políticas económicas restrictivas, por lo que coinciden con la necesidad de establecer políticas para incrementar y sostener la demanda de tal forma que la capacidad ocupada se reestablezca en niveles de pleno empleo.

			Otra posible causa de histéresis del desempleo, en economías abiertas, es la que propone O’Shaughnessy (2000), quien afirma que el tipo de cambio real tiene un impacto permanente en las tasas de desempleo a través de un mecanismo de histéresis, pues un ajuste monetario restrictivo presente o anticipado causará una apreciación del tipo de cambio, con la consecuente pérdida de competitividad, alejando la producción por debajo de su capacidad potencial. Al apreciarse la moneda puede generar pérdida de ganancias en el sector de bienes comerciables, con la consecuente disminución de la inversión. Así el menor stock de capital se traduce en mayor desempleo en el sector, que de mantenerse en el largo plazo podría tener efectos permanentes en los niveles de stock de capital y del desempleo, mismo que genera histéresis.

			O’Shaughnessy (2011) señala que en los años setenta y ochenta, los choques de desempleo adversos podrían tener efectos de larga duración, con graves consecuencias económicas y sociales, como son importantes costos en términos de aumento de inflación, pérdida de la producción, ingresos y oportunidades para millones de personas, pues se presenta el fenómeno de histéresis por el cual incrementos temporales en el desempleo generan choques por el lado de la oferta o la demanda que tienen efectos permanentes (o al menos persistentes). Es por lo anterior que se debe de tener cuidado con las políticas de consolidación fiscal por parte de la mayoría de los países de su estudio (los de la ocde), porque esta consolidación puede resultar costosa. En contraste se deben establecer políticas a corto plazo para conseguir una histéresis en sentido positivo que traiga beneficios sustanciales en el largo plazo.

			Desde la perspectiva poskeynesiana, se da énfasis al papel que tiene el stock de capital en el comportamiento de histéresis del desempleo, y se consideran eficaces las políticas encaminadas a la búsqueda del pleno empleo, pues un choque positivo a través de esas políticas puede tener efectos a largo plazo o permanentes sobre el nivel de empleo, del tal forma que en la medida en que aumenta la inversión (stock de capital) el desempleo disminuye, pero como la inversión está en función de la demanda efectiva, son los choques a ésta los que determinan en última instancia el nivel de desempleo. Por lo que para disminuir el desempleo proponen políticas que busquen expandir la demanda y como consecuencia la ocupación de la capacidad y la inversión (stock de capital).

			Es importante mencionar que este argumento desde el enfoque poskeynesiano ha ganado influencia en autores neoclásicos como Ball (2015), Cerra y Saxena (2008), Reinhart y Rogoff (2009) y Reifschneider et al. (2013), quienes señalan que las recesiones reducen la producción potencial de las economías, porque reduce la acumulación de capital, y afecta a los trabajadores que pierden su trabajo, e interrumpe las actividades económicas que produce el progreso tecnológico. Es por lo anterior que asocian el proceso de histéresis con la producción potencial.


			4. Dinámica del desempleo en la economía mexicana

			Existen pocos estudios de la dinámica del desempleo para México desde la perspectiva de histéresis, dentro de estos se cuenta el de Ayala et al. (2012), que analiza la dinámica del desempleo entre 1970-2009 en 18 países de América Latina, incluyendo a México. Como resultado de las pruebas de raíz unitaria encontraron evidencia de que la hipótesis estructuralista se puso de manifiesto en 16 de los países analizados, incluido México.

			Por otro lado, Mednik et al. (2012) realizan pruebas para demostrar la existencia de histéresis del desempleo entre 1980-2005 en 13 países de América Latina, entre ellos México. Sus resultados confirman la histéresis del desempleo para la mayoría de los países, incluido México. Dentro de los hallaz-
gos que destacan con relación a México se encuentran que después de la crisis de 2000-2002, la tasa de desempleo no había regresado a los niveles previos a la crisis, a pesar de que la producción sí lo había hecho, lo que podría indicar que el coeficiente de Okun sufrió cambios sobre el ciclo con un menor crecimiento del empleo durante el tiempo de recuperación de la actividad económica. Esto también da indicios de que el desempleo presenta una lenta reversión a la media o presenta un proceso de histéresis.

			Así, ante la escasa literatura sobre la dinámica del desempleo en México y los resultados contradictorios que presentan los trabajos existentes, resulta necesario conocer si las propiedades dinámicas del desempleo en México pueden ser explicadas por la histéresis. Esto supone, inicialmente, corroborar la teoría convencional en el sentido de que el alto desempleo se debe fundamentalmente a choques de oferta.

			Complementariamente, también se busca probar el enfoque poskeynesiano en el sentido de que la dinámica del desempleo se debe al comportamiento del stock de capital (o al grado de capacidad ocupada de las empresas). Es decir, que la insuficiencia de la demanda efectiva ha provocado lenta acumulación del capital y, por lo tanto, lenta demanda por mano de obra, que aumenta el desempleo.

			Para alcanzar el objetivo de este trabajo, se utilizan pruebas de raíces unitarias a dos variables que permiten entender el desempleo. En primera instancia y siguiendo la literatura tradicional, se empleará la tasa de desempleo. En segundo lugar, y siguiendo la visión poskeynesiana, se usará el porcentaje de uso de la capacidad productiva, que indica el volumen de producción generado por el establecimiento con referencia al volumen total que pueda realizar considerando las características de la maquinaria y el equipo, el personal ocupado y la duración promedio de la jornada laboral. El periodo de análisis será el de 2006-2023, ya que es la información con la que se cuenta en el Instituto Nacional de Estadística y Geografía al momento de este análisis 
(inegi, 2024).

			El análisis de las pruebas de raíz unitarias se formula en dos fases: la primera consiste en el análisis gráfico para conocer el comportamiento de las series, y la segunda –utilizando el método de lo general a lo particular– se realizan las pruebas de raíz unitaria Dickey-Fuller Aumentada (adf), Phillips-Perrón (pp) y Kwiatkowski-Phillips-Schmidt-Shin (kpss) en el siguiente orden: primero con constante y tendencia, después con constante –intercepto– y finalmente sin constante ni tendencia, con la variable primero en niveles, después en primeras diferencias, después en segundas diferencias y así sucesivamente hasta rechazar la hipótesis nula de presencia de raíz unitaria. Todo lo anterior permitirá corroborar si una serie temporal sigue o no un proceso estacionario, lo cual es importante, pues sugiere si los choques tienen efectos permanentes o sólo transitorios, es decir, si se está en presencia del fenómeno de histéresis o no, y por consecuencia lo más importante si las políticas de empleo son eficaces o no para la disminución del desempleo.

			De acuerdo con datos del inegi (2024), un primer aspecto para resaltar (véase figura 1) es que la tasa de desempleo entre 2006 y 2023 disminuyó pasando de 3.19% en enero de 2006 a 2.78% en diciembre de 2023; sin embargo, la evolución de la tasa de desempleo en México observa un comportamiento inestable, mostrando su mayor tasa en septiembre de 2009 con 5.96%, como consecuencia de la crisis financiera internacional de 2008-2009, y la menor en los meses de junio y octubre de 2023 con 2.67%. Es de destacar que la tasa de desempleo durante la crisis financiera internacional de 2008-2009 fue superior a la generada por la crisis pospandemia que en junio de 2020 llegó a 5.48%.

Figura 1. Tasa de desempleo en México (2006:01-2023:12)

			[image: ]

			Fuente: elaboración propia con datos del INEGI (2024).

			Un estudio de Samaniego y Escobar (2024) destaca cambios importantes en el sexenio anterior, implementando reformas al marco jurídico del trabajo y revirtiendo una política de contención de los salarios mínimos que venía desde los años noventa; sin embargo se mantienen algunos problemas estructurales como carencias y desigualdades en la protección social, el acceso 
desigual al trabajo de calidad entre regiones del país, entre géneros y entre grupos etarios, con marcadas desventajas para las mujeres, la población joven, y los trabajadores de mayor edad.

			Una vez descrito cómo se han comportado los indicadores de ocupación en México, se pasa a las pruebas de raíz unitaria. Se procede a una exploración visual de las series de tiempo.

			En la figura 2 se aprecia el desenvolvimiento de la tasa de desempleo y sus primeras tres diferencias. Su desenvolvimiento sugiere que la serie es no estacionaria, pues se aprecia que tiene una tendencia decreciente –raíz unitaria– a partir de 2009, desenvolviéndose como una caminata aleatoria con deriva. Aunque la primera diferencia no contiene tendencia, muestra cambios en la varianza que pueden indicar cambios estructurales. La estabilización de la serie que ocurre desde la primera diferencia y mejora con la segunda diferencia, no es mayor para diferencias superiores a dos.

			Del análisis gráfico, se observa que la serie tiene tendencia en niveles, misma que desaparece en primeras diferencias. Lo anterior indica que la tendencia es estocástica y proviene de raíz unitaria, el signo de la raíz es negativo, pues presenta oscilaciones. Pudiera considerarse un cambio estructural del comportamiento en 2009 y otro en 2020, pues en dichos periodos hubo un incremento importante en comparación con los demás incrementos en la 
población desocupada, atribuibles a la crisis económica internacional de 2009 y a la pandemia en 2020. También puede inferirse heterocedasticidad, pues se registran cambios de magnitud importantes en las oscilaciones.

			Figura 2. Tasa de desempleo en México (2006:01-2023:12)
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			Fuente:  elaboración propia con datos del INEGI (2024).

			Tabla 1. Resumen estadístico. Tasa de desempleo  
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							4.14

						
							
							0.81

						
							
							2.67

						
							
							5.96

						
							
							0.17

						
							
							1.79

						
					

				
			

			Fuente: elaboración propia.

			En la segunda etapa, se realizaron las pruebas de raíz unitaria a la variable tasa de desempleo (véase tabla 2).

			Al realizar la prueba adf sobre la variable en niveles con constante y tendencia, con una probabilidad de 0.6098, no se rechaza la hipótesis nula (H0) de presencia de raíz unitaria. En seguida, como parte de esta misma prueba, se realiza una prueba de raíz unitaria adf en niveles con constante, con una probabilidad de 0.7153, no se rechaza la H0 de presencia de raíz unitaria. Siguiendo con esta misma prueba adf, en niveles, pero sin constante ni tendencia, con una probabilidad de 0.5090, no se rechaza la H0 de presencia de raíz unitaria.

			Tabla 2. Resumen de resultados de las pruebas de raíz unitaria. Tasa de desempleo 
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							*(0.1460)

						
							
							*(0.4630)

						
							
					

				
			

			Nota: *valores estadísticamente significativos al 5%.

			Fuente: elaboración propia.

			Es con constante y tendencia que se rechaza la H0 de presencia de raíz unitaria. 

			Para confirmar los resultados, se realiza también la prueba pp en niveles con constante y tendencia, y con una probabilidad de 0.3638 no se rechaza la H0. En seguida, como parte de esta misma, se realizó una de niveles con constante, con una probabilidad de 0.4886, no se rechaza la H0. Siguiendo con esta misma prueba en niveles, pero sin constante ni tendencia, con una probabilidad de 0.5305, no se rechaza la H0.

			Es también hasta la prueba en primeras diferencias con constante y tendencia, que con una probabilidad de 0.0000 se rechaza la H0.

			Finalmente, la prueba kpss cuya hipótesis nula consiste en que la variable es estacionaria, en niveles con tendencia e intercepto, en valores estadísticamente significativos al 5% se rechaza la H0 de que la variable población desocupada tenga un comportamiento estacionario 0.2328 (0.1460) y en niveles con intercepto, en valores significativos al 5% con valores de 0.6439 (0.4630) también se rechaza la H0. En primeras diferencias con tendencia e intercepto desaparece el comportamiento (no estacionario) de raíz unitaria con valores de 0.0688 (0.1460) y con intercepto 0.2785 (0.4630).

			Por lo tanto, utilizando el método de lo general a lo particular, la prueba kpss también demuestra que existe raíz unitaria.

			Como resultado de las pruebas de raíz unitaria adf, pp y kpss se puede concluir que existe un comportamiento no estacionario (de raíz unitaria) en la variable población desempleada en México, es decir, se coincide con los resultados obtenidos por Mednik et al. (2011) y se prueba la existencia de un comportamiento de histéresis en la variable población desocupada que mide el desempleo en México. Esto lleva a que la dinámica del desempleo en México no haya registrado un comportamiento como se describe por la teoría convencional, por lo que las políticas orientadas a flexibilizar el mercado laboral es factible que no sean efectivas.

			Análisis del porcentaje de uso de la capacidad instalada en México

			

			Como se puede apreciar en la figura 3, el porcentaje de uso de capacidad instalada durante periodo enero de 2006-diciembre de 2023 muestra un promedio de 78.97%, siendo mayo de 2020 el mes con menor porcentaje de uso de capacidad instalada con 52.6%, es importante resaltar que como consecuencia de la pandemia, dentro del periodo comprendido abril-agosto de 2020 fueron los cinco meses con menor porcentaje de uso de capacidad instalada. Por otra parte, como consecuencia de la crisis financiera de 2009, otro mes con bajo porcentaje de uso de capacidad instalada fue el de febrero de 2009. En contraste el máximo porcentaje de uso de capacidad instalada en México se registró en marzo de 2006 con 83.7% de ocupación y, en general, se observó que el 2006 fue el de mayor porcentaje de uso de capacidad instalada.

			Ahora, en la figura 4 se ve el comportamiento de la serie porcentaje de uso de capacidad instalada en México, en niveles: primeras, segundas y terceras diferencias.

			Del análisis de estos gráficos se puede concluir que la raíz, en este caso, es diferente de 1, pues la serie no presenta tendencia en niveles y esa tendencia tampoco aparece en primeras, segundas ni terceras diferencias. Con relación al signo de la raíz es negativo, pues presenta oscilaciones y finalmente se podrían considerar dos momentos de cambio estructural, por una parte, el comportamiento en 2009 con la crisis financiera y, por otra, el comportamiento en 2020 por la pandemia, pues en esos periodos se dio una disminución de mayores dimensiones en comparación con las demás disminuciones en el porcentaje de uso de capacidad instalada (véase tabla 3).

			Figura 3. Porcentaje de uso de capacidad instalada en México (2006:01-2023:12)
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			Fuente: elaboración propia con datos del INEGI (2024).

			Figura 4. Porcentaje de uso de capacidad instalada en México (2006:01-2023:12)
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			Fuente: elaboración propia con datos del INEGI (2024).


			Tabla 3. Resumen estadístico. Porcentaje de uso de capacidad instalada (uci) 
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							México

						
							
							uci

						
							
							78.97

						
							
							3.31

						
							
							52.60

						
							
							83.60

						
							
							-4.89

						
							
							37.16

						
					

				
			

			Fuente: elaboración propia.

			En segundo término, se realizaron las pruebas de raíz unitaria adf, pp y kpss, que confirman la inspección visual realizada: no hay evidencia de la existencia de raíces unitarias para la serie porcentaje de uso de capacidad instalada en México (véase tabla 4). 


			

			Tabla 4. Resumen de resultados de las pruebas de raíz unitaria. 

			Porcentaje de uso de la capacidad instalada (uci)
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con constante)
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							0.4208

						
							
							0.0000
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							0.0000
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							*(0.4630)

						
							
					

				
			

			Nota: *valores estadísticamente significativos al 5%.

			Fuente: elaboración propia.

			Al realizar la prueba adf sobre la variable porcentaje de uso de capacidad instalada en niveles con constante y tendencia, con una probabilidad de 0.0000, se rechaza la H0 de presencia de raíz unitaria. En seguida, como parte de esta misma prueba, se realizó una prueba en niveles con constante, con una probabilidad de 0.0000, se rechaza la H0. Siguiendo con esta misma prueba en niveles, pero sin constante ni tendencia, con una probabilidad de 0.5147, no se rechaza la H0 de presencia de raíz unitaria. En la prueba en primeras diferencias con constante y tendencia, una probabilidad de 0.0000 se rechaza la H0. Por lo que, utilizando el método de lo general a lo particular, la prueba adf demostró que no existe raíz unitaria.

			Para confirmar los resultados obtenidos, se realizaron las pruebas de raíz unitaria pp en niveles con constante y tendencia, con una probabilidad de 0.0000, se rechaza la H0. En seguida, se realizó una prueba de raíz unitaria pp en niveles con constante, con una probabilidad de 0.0000, se rechaza la H0. Siguiendo con esta misma prueba en niveles, pero sin constante ni tendencia, con una probabilidad de 0.4208, no se rechaza la H0. En la prueba en primeras diferencias con constante y tendencia, con una probabilidad de 0.0000 se rechaza la H0 de presencia de raíz unitaria. 

			Posteriormente, la prueba kpss cuya hipótesis nula consiste en que la variable es estacionaria, en niveles con tendencia e intercepto, en valores estadísticamente significativos al 5% no se rechaza la H0 de que la variable población desocupada tenga un comportamiento estacionario 0.1031 (0.1460) y en niveles con intercepto, en valores significativos al 5% con valores de 0.2390 (0.4630), tampoco se rechaza que la variable población desocupada tenga un comportamiento estacionario. En primeras diferencias con tendencia e intercepto se mantiene el comportamiento (no estacionario) de raíz unitaria con valores de 0.0764 (0.1460) y con intercepto 0.0766 (0.4630). Por lo que, utilizando el método de lo general a lo particular, la prueba kpss también demostró la inexistencia de raíz unitaria, pues el rechazo de la H0.

			Como resultado de las pruebas de raíz unitaria adf, pp y kpss se pudo concluir que existe un comportamiento estacionario (no existen raíces unitarias) en la variable porcentaje de uso de capacidad instalada en México, por lo que no existe un comportamiento de histéresis en esta variable. Así, como resultado de las pruebas de raíz unitaria realizadas, se descartó la presencia de raíz unitaria. Este resultado permite sustentar que la demanda efectiva y el stock de capital son los que determinan la dinámica del desempleo en México. Al no haber proceso de histéresis en el porcentaje de uso de capacidad instalada, se puede argumentar que la capacidad instalada va adecuándose a la dinámica de la demanda y que puede aumentar o disminuir libremente (sin barreras), y con ello el desempleo aumenta o disminuye también libremente. En este sentido, la recomendación de política para aumentar la media de uso de capacidad instalada (y el nivel de empleo) es incrementar la demanda agregada y el stock de capital.


			5. Conclusiones

			

			En primer término, en este trabajo se cuestionó la perspectiva convencional sobre la existencia misma de una nairu, ya que el resultado de las pruebas de raíces unitarias al indicador de población desocupada en México demuestran un comportamiento de histéresis en las propiedades dinámicas del desempleo, lo cual permite rechazar la hipótesis de que el desempleo regresa en el largo plazo a una nairu.

			En segundo término, y con base en estos resultados, se retomó uno de los argumentos más analizados en la literatura especializada sobre la dinámica del desempleo, la histéresis, para conocer si la misma se debe a la inflexibilidad laboral o a la insuficiente demanda efectiva. A diferencia de otros trabajos, en el presente fueron contrastadas las visiones teóricas convencional y poskeynesiana para verificar la naturaleza de la dinámica del desempleo. En el primer caso, el argumento descansa en que una vez fuera del equilibrio del pleno empleo, la tasa de desempleo se ve impedida a volver a su nivel debido a la inflexibilidad del mercado laboral, por lo que el desempleo se mantiene constante y crecientemente elevado. En el segundo, el argumento es que la demanda efectiva es la que incide en el nivel de stock de capital, aumentando o disminuyendo la demanda por la fuerza de trabajo y, por lo tanto, en el desempleo. La tasa de desempleo, en este sentido, observa un proceso de histéresis. Si aumenta (decrece) por encima (por debajo) de su media, es debido a que la demanda efectiva es baja (alta).

			Como ya se mencionó, para realizar el presente análisis se realizaron pruebas de orden de integración a dos variables ad hoc con cada enfoque teórico. Se usó la tasa de desempleo para el argumento convencional y el porcentaje de uso de la capacidad instalada de las empresas para corroborar el enfoque poskeynesiano.

			El ejercicio econométrico descartó la presencia de raíz unitaria de manera contundente en el porcentaje de uso de capacidad instalada. Para el caso de la tasa de desocupación, los resultados demostraron la existencia de raíz unitaria, es decir, comportamiento no estacionario, confirmando el resultado de trabajos previos como el de Mednik et al. (2011) en el sentido de que existe histéresis del desempleo.

			Con base en estos resultados es que fue posible afirmar que la tasa de desocupación en México responde a choques por el lado de la demanda como sugiere el enfoque poskeynesiano y no de oferta como lo propone el enfoque convencional.

			De esta forma, es posible sugerir que, para disminuir la tasa de desempleo, políticas encaminadas a flexibilizar el mercado de trabajo resultan inefectivas. Por otro lado, políticas encaminadas a vigorizar la demanda efectiva, y con ello aumentar el porcentaje de uso de la capacidad instalada, primero, y acelerar la acumulación de capital, después, pueden ser mucho más efectivas para disminuir los niveles de desempleo en México.

			Dentro de las líneas de investigación que surgen como resultado de este trabajo, que por razones de extensión no se abordan, se encuentran el impacto que sobre las propiedades dinámicas del desempleo pueden llegar a tener: una economía como la mexicana que ha crecido muy poco desde hace 40 años y que expulsa cotidianamente a una masa importante de la población a partir de las condiciones del sector productivo, agudizado este fenómeno por el incremento de las deportaciones de migrantes hacia México como resultado del regreso de Trump a la presidencia de Estados Unidos; la prevalencia del mercado laboral informal; el desempleo tecnológico en curso por el creciente uso de la Inteligencia Artificial; la continua aplicación de la política monetaria contractiva; una probable y relativa desglobalización por factores económicos y geopolíticos, y la crisis financieras internacionales.
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Política Editorial

Problemas del Desarrollo. Revista Latinoamericana de Economíaconstituye un espacio académico para la difusión de conocimientos respecto a temas de problemas del desarrollo bajo el contexto actual. Desde la publicación de su primer número (octubre-diciembre, 1969) hasta el día de hoy, el objetivo central del debate es la problemática en torno al desarrollo económico a partir de una visión rigurosa, multidisciplinaria e interdisciplinaria. Problemas del Desarrollo. Revista Latinoamericana de Economía es una publicación perió-dica crítica a los enfoques ortodoxos y destaca la Teoría del Desarrollo bajo la perspectiva de América Latina.



Los objetivos de la revista son los siguientes:



1) La publicación de artículos que reflejen la relevancia de los paradigmas que proponen explicar las causas del desarrollo y subdesarrollo, sobre todo, en el espacio latinoamericano. Con base en lo anterior, busca la discusión y difusión respecto a los enfoques teóricos y comunes del pensamiento económico sustentados en un riguroso análisis conceptual y metodológico.

2) Lograr que la revista sea un medio participe en el debate teórico económico y propositivo, nacional e internacional, respecto a temáticas relevantes para el estudio y conocimiento de los problemas del desarrollo a los que se aboca.



I. Aspectos generales



Primero.Problemas del Desarrollo. Revista Latinoamericana de Economía es una publicación científica, así como órgano principal de difusión académica del Instituto de Investigaciones Económicas (IIEc) perteneciente a la Universidad Nacional Autónoma de México (UNAM). Se integra por un circuito autónomo de edición, un Comité Editorial y una Comisión Consultiva.



Segundo.El contenido de la revista se compone de las siguientes secciones:



1) Artículos. Los textosharánreferencia en su contenido a los problemas del desarrollo en los ámbitos de su teoría, así como de la economía política, la economía aplicada y políticas económicas.

2) Índice Anual.Comprende listado de los títulos publicados a lo largo del año y aparece en el último número.

3) Políticas Editoriales para la recepción de originales.Lineamientos a seguir por los autores en sus textos. Permanentes en la publicación.

4) Información.De carácter eventual durante el año.

5) Editorial.Texto dirigido a la comunidad por parte del director de la revista y aparece eventualmente.



Tercero.Los artículos que sean publicados por Problemas del Desarrollo. Revista Latinoamericana de Economía deberán ser inéditos y producto de una investigación original con resultados relevantes para el estudio de las temáticas de los problemas del desarrollo. Los textos seleccionados se someterán, sin excepción, al arbitraje anónimo por desatacados especialistas en la materia.



Cuarto.El resultado del proceso de arbitraje podrá ser de tres tipos:




1) Positivo,

2) Condicionado a modificaciones, y

3) Negativo.




Un artículo será publicado cuando cuente por lo menos con dos dictámenes positivos.



Quinto.Las contribuciones serán aceptadas tanto en el idioma español como en inglés.



Sexto. Los artículos serán recibidos a través de la página electrónica <https://www.probdes.iiec.unam.mx>, en el menú “Para autores” y seleccionando la opción “Envíos”. En caso de tener alguna duda o problema para acceder, favor de escribir a la siguiente dirección de correo electrónico:revprode@unam.mx

Los artículos enviados a la revista no deberán de estar sometidos de manera simultánea a otro proceso de aprobación en algún órgano de difusión nacional o extranjero, ya sea impreso o electrónico.

Una vez aceptado el material y previo a su publicación el(la) autor(a) deberá comprometerse de forma escrita, mediante firma, en una carta de cesión de derechos sobre la obra. Antes de iniciar el proceso de arbitraje, el artículo será revisado por el Comité Editorial para determinar si tiene la calidad y pertinencia necesaria en su contenido para continuar con el proceso. El(la) autor(a) será informado(a) al respecto en un plazo no mayor a 20 días naturales.




II. Aspectos Específicos



Primero.El artículo deberá cumplir las siguientes características: original en formato Microsoft Word, tamaño carta, con márgenes en tipo normal e interlineado a doble espacio en todas las partes del documento, sin agregar espacios adicionales antes o después de los párrafos. Como fuentes se sugiere el uso desan serif y serifcomo:Calibride 11 puntos,Arialde 11 puntos,Lucida Sans Unicodede 10 puntos,Times New Romande 12 puntos,Georgiade 11 puntos oComputer Modern normalde 10 puntos.

El artículo no deberá contener datos que identifiquen la adscripción institucional o bien la identidad del autor, incluyendo citas a sus trabajos previos en primera persona.



Segundo.Los artículos no deberán exceder las 8 300 palabras incluyendo resumen, tablas, figuras, notas a pie y bibliografía.



Tercero. El artículo deberá incluir un resumen de no más de 120 palabras en el idioma en que esté escrito, cinco palabras clave contenidas y localizables en cuerpo del texto y que sean de relevancia (omitir el uso de nombres de países o instituciones), y al menos, tres clasificaciones del códigoJEL.Problemas del Desarrollo. Revista Latinoamericana de Economíase encargará de la traducción del resumen al idioma inglés o español, según corresponda.



Cuarto.En el caso de los artículos que utilicen la lógica de la estructura matemática, el resumen deberá hacer explícito cuál es el problema económico al que se pretende dar solución y cuál es el modelo matemático utilizado para tal fin. Los supuestos y las conclusiones del análisis se expresarán con palabras y no solamente con signos matemáticos.



Quinto.Las tablas y figuras harán referencia a los contenidos del texto y valores en ellas reflejados; deberán enumerarse por orden de aparición, así como tener un llamado localizable e insertarse en el texto con las siguientes características: número correspondiente y título en negritas, notas a pie: explicativas o específicas usando una fuente de 10 puntos; crédito o fuente de dónde se obtuvo, por ejemplo: elaboración propia o crédito correspondiente de autoría. Las abreviaturas usadas deberán aclararse en una nota a pie de figura o tabla.

Los elementos gráficos habrán de explicarse por sí solos (sin tener que recurrir al texto para su comprensión) y presentarse en escala de grises en resolución de 300DPI, y en cualquiera de los siguientes formatos: .jpg, .tiff, o .eps y se entregarán en archivo independiente, de acuerdo a su formato digital. Cuando se incluyan fórmulas matemáticas deberán estar en formato editable (no como imagen).



Sexto.El uso de las notas a pie de página deberán de considerar su inserción en el texto y su extensión no deberá exceder un par de líneas aclaratorias y no incluir párrafos textuales (salvo que sea indispensable), para aparecer en la página correspondiente.



Séptimo. En el caso del uso de citas textuales, el autor deberá de considerar la siguiente clasificación:



	1) Citas largas: se consideran así debido a sus extensión máxima de 200 palabras, se presentan en un párrafo independiente con sangría de 2.54 cm sin uso de itálicas.

	2) Citas cortas: se consideran así debido a su extensión menor a 40 palabras y al uso de comillas para ser insertadas en un párrafo del texto. No se deberá iniciar un párrafo con una cita corta, previo deberá de darse un contexto para su uso.



Octavo.Cuando se utilice una cita con énfasis en un autor corporativo (institución, organización, etcétera) la primera mención en el texto aparecerá el nombre completo precedido de la sigla correspondiente:




(Secretaría de Educación Pública [SEP], 2018, p. 38)



A partir de la segunda mención, se utilizará sólo la sigla correspondiente:




(SEP, 2018, p. 38)



Noveno.Las citas bibliográficas deben presentarse en llamadas entre paréntesis dentro del texto, mismas que deben corresponder clara y correctamente en la lista de referencias bibliográficas al final del trabajo.



1) Las referencias dentro del texto se consignarán de la siguiente manera: entre paréntesis el apellido del autor y el año de publicación de la obra, por ejemplo:

(Blancas, 2015)




Las referencias dentro del texto cuando tienen dos autores se consignarán como a continuación se señala: entre paréntesis el apellido del primer autor y el apellido del segundo autor, luego el año de publicación de la obra coincidente con la referencia final, por ejemplo:




(Giraldo y Fernández, 2016)



En caso de ser más de dos autores se pondrá la abreviatura et al., después del primer apellido del autor principal, y será a partir de la primera mención en el texto, por ejemplo:

(Giraldo et al., 2016)



Sin embargo, en el listado de referencias bibliográficas al final del trabajo, deberán de aparecer los apellidos y abreviaturas correspondientes a todos los autores de la obra.



	4)	De haber dos o más obras de un mismo autor en el listado de referencias bibliográficas y que coincidan en el mismo año de edición, cada una se diferenciará usando las letras a, b, c, etcétera, por ejemplo:



(Giraldo, 2016a)



	5)	En caso de una cita directa se agregarán las páginas del texto después del año, con las siglas p. o pp., según corresponda, por ejemplo:

	




(Giraldo, 2016, pp. 48-49)



	6)	En caso de usar fuentes secundarias con énfasis en el autor deberá de aparecer de la siguiente manera:

	




Rosales (2001, como se cita en López y Hurtado, 2015)



	7)	Si es una fuente secundaria con énfasis como se citó en la página deberá de aparecer de la siguiente manera:

	




(Rosales, 2001, como se cita en López y Hurtado, 2015, p. 21)



Décimo.Todos los artículos incluirán una lista de referencias bibliográficas al final del trabajo ordenada alfabética y cronológicamente (de la publicación más antigua a la más reciente), cuidando de no omitir ninguna de las referencias usadas en el trabajo.




1) Libros



Se iniciará con a) el apellido del autor o nombre completo de la institución, b) abreviatura del nombre del autor o en su caso las siglas o acrónimos de la institución que deben coincidir con las usadas en el texto,c)entre paréntesis el año de publicación,d)título de la obra en itálicas,e)editorial. En caso de que la obra sea un clásico o cuente con varias ediciones, se recomienda que el año de la primera publicación aparezca al final de la referencia.



Rosales, I., López, A. y Morales, M. J. (eds.) (2014).Conceptos básicos de Biología. Editorial Plaza Porrúa.



Shakespeare, W. (2004).Hamlet(J. M. Valverde, ed. y trad.). Planeta. (Original publicado en 1969).



2) Capítulos de libros



Se iniciará cona)el apellido del autor o nombre completo de la institución,b)abreviatura del nombre del autor o en su caso las siglas o acrónimos de la institución que deben coincidir con el texto,c)entre paréntesis el año de publicación,d)título del capítulo o entrada,e)continuando con la palabra “En” y precedido de la abreviatura del nombre del autor e inmediato su apellido,f)de tener responsabilidad como editor, coordinador, etcétera, se pondrá la abreviatura correspondiente entre paréntesis,g)título del libro en itálicas,h)páginas consultadas entre paréntesis, i) nombre de la editorial.



García, L. y Álvarez, S. (2014). De campesinidades, resistencias y tensiones en la construcción de economías para la vida. El caso del Semillero de Quimilioj. En B. Marañón (coord.).Descolonialidad y cambio societal. Experiencias de solidaridad económica en América Latina(p. 34). UNAM-IIEc.




3) Artículo en revista



Se iniciará cona)el apellido del autor o nombre completo de la institución,b)abreviatura del nombre del autor o en su caso las siglas o acrónimos de la institución que deben coincidir con el texto,c)entre paréntesis el año de publicación,d)título del artículo,e)título de la revista en itálicas,f)volumen y número en itálicas.



Rodríguez, V. (2015). Límites de la estabilidad cambiaria en México.Problemas del Desarrollo. Revista Latinoamericana de Economía, 46(181).



4) Artículos con DOI (Digital Object Identifier)



Se iniciará cona)el apellido del autor o nombre completo de la institución,b)abreviatura del nombre del autor o en su caso las siglas o acrónimos de la institución que deben coincidir con el texto,c)entre paréntesis el año de publicación,d)título del artículo,e)título de la revista en itálicas,f)volumen y número en itálicas,g)doiasignado.



Álvarez, A. M. (2016). Retos de América Latina: Agenda para el Desarrollo Sostenible y Negociaciones del siglo XXI.Problemas del Desarrollo. Revista Latinoamericana de Economía, 47(186). http://dx.doi.org/10.22201/iiec.20078951e.2016.186.55886



5) Artículos sin DOI



Álvarez, A. M. (2016). Retos de América Latina: Agenda para el Desarrollo Sostenible y Negociaciones del siglo XXI.Problemas del Desarrollo. Revista Latinoamericana de Economía, 47(186). https://www.probdes.iiec.unam.mx/index.php/pde/article/view/55886



Nota: en el caso de las referencias electrónicas, se sugiere que de no tener certeza de que sea consultable o permanente no se incluya en la lista de referencias consultadas.



6) Informe de agencia gubernamental y organización



Se iniciará cona)el apellido del autor o nombre completo de la institución,b)abreviatura del nombre del autor o en su caso las siglas o acrónimos de la institución que deben coincidir con el texto,c)entre paréntesis el año de publicación,d)título del informe,e)entre paréntesis serie (de tenerla),f)oficina de gobierno u organización que emite el informe,g)sitio web para consulta.



Concha, T., Ramírez, J.C. y Acosta, O. (2017). Tribulación en Colombia: reformas, evasión y equidad. Notas de Estudio. (Serie Estudios y Perspectivas 35). Oficina de la Comisión Económica para América Latina y el Caribe en Bogotá. http://bit.ly/34oLur0




Nota: en caso de que el documento no cuente con el nombre del autor o autores, se incluirá el nombre completo de la organización en el sitio del autor.



7) Referencias legales



Se usará un sistema básico de referencia, así se iniciará cona)el nombre completo del órgano u organismo emisor,b)fecha de la emisión entre paréntesis (año, día y mes),c)título o nombre completo de la ley o norma en itálicas,d)fuente de la publicación donde se aloja,e)sitio web para consulta.



Congreso de los Estados Unidos de Colombia (1873, 26 de mayo).Ley 84 de 1873. Código Civil de los Estados Unidos de Colombia. Diario Oficial no. 2867. http://bit.ly/2Ny4HA0



8) Recursos electrónicos



En el caso de los recursos tomados de la web se deberán citar según su formato. Habrá de considerarse que la fecha de consulta sólo se agregará en caso de que el contenido no tenga fecha de publicación o de actualización.



8a) Para libros



Del Valle, M. C. (2016).América Latina: su arquitectura financiera. http://www.iiec.unam.mx/publicaciones/libros_electronicos/am%C3%A9 rica-latina-su-arquitectura-finanicera



8b) Para trabajos de grado o tesis



Se iniciará cona)el apellido del autor o los autores,b)nombre abreviado del autor o los autores,c)año de la publicación entre paréntesis,d)título de la tesis en itálicas,e)tipo de grado y nombre de la institución que la otorga entre corchetes,f)repositorio o base de datos en la que se aloja.



Espinosa, G. (2018).La inflación y el crecimiento económico en México. Consideración del umbral inflacionario y simultaneidad, 1993-2017[Tesis de maestría, Colegio de la Frontera Norte]. https://www.colef.mx/posgrado/wp-content/uploads/2018/10/TESIS-Espinosa-Tapia-Gilberto.pdf



8c) Para artículo de prensa en línea



Herrera, E. (2019, 28 de octubre). La economía no va mal, pero el agro sí.Razón Pública. https://bit.ly/2WxhuXv



8d) Para páginas de internet



Instituto Nacional de Estadística y Geografía (INEGI) (2012). Tabulados e indicadores de ocupación y empleo, Nacional, IV Trimestre. http://www.inegi.org.mx



Undécimo.El cumplimiento a las presentes políticas editoriales será indispensable desde el momento del envío del texto original. Las colaboraciones aceptadas serán sometidas a un proceso de corrección de estilo previo a su publicación y estarán sujetas a la disponibilidad de espacio en cada número. En ningún caso se devolverá originales al autor ni la revista incurrirá en responsabilidad alguna.



Duodécimo.El Comité Editorial de Problemas del Desarrollo. Revista Lati-noamericana de Economía se reserva el derecho a modificar el título de los artículos para su publicación.



Nota: cualquier situación no prevista en las presentes normas de publicación serán resueltas por el Comité Editorial.








Editorial Policy




Problemas del Desarrollo. Revista Latinoamericana de Economía, a Latin American Journal of Economics, provides an academic forum for analyzing the theory of development in the current context. Since the publication of the first issue in October-December, 1969, the aim of the journal has been to discuss economic development issues from a rigorous multidisciplinary and interdisciplinary perspective. Problemas del Desarrollo. Revista Latinoamericana de Economía is a journal that is critical of orthodox approaches and highlights the theory of development from a Latin American perspective.



The journal has the following objectives:



1) To publish articles that reflect the relevance of paradigms which explain the causes of development and under-development, particularly in Latin America, and with this in mind, to promote the discussion and dissemination of all theoretical approaches and schools of economic thought, based on analysis that is conceptually and methodologically rigorous.

2) To participate in national and international debate on economic theory through topics relevant to the study of development issues.



I. General Points



First.Problemas del Desarrollo, RevistaLatinoamericana de Economía, is a scientific journal, the leading publication for the Institute of Economic Research (IIEc) at the National Autonomous University of Mexico (UNAM). It comprises an autonomous publishing circle, an Editorial Committee and an advisory panel.



Second.The journal comprises the following sections:



1)Articles.Relating to the theory of development within the realms of economic theory, political economy, applied economics and economic politics.

2)Annual Index. Consists of a list of titles published throughout the year and appears in the last issue of each year.

3)Editorial Policy for submitting originals.Guidelines for authors to follow in the texts. Permanent features of the publication.

4)Information. Occasional during the year.

5)Editorial.Text directed towards the community on the part of the Journal Editor and appearing occasionally.



Third.Articles submitted to Problemas del Desarrollo. Revista Latinoamericana de Economía should not have been previously published and should be the product of research related to development issues. Articles published shall be submitted, without exception, to anonymous arbitration by renowned specialists in the subject.



Fourth.The result of the arbitration process may result in one of three outcomes:



1) Positive,

2) Conditional upon modification, or

3) Negative.



An article shall be published only after it has received at least two positive appraisals.



Fifth.Contributions are accepted both in Spanish and English.



Sixth.Articles should be submitted via the journal webpagehttps://probdes.iiec.unam.mx/index.php/pde/about/submissionsthrough the “Para autores” tab, by selecting the “Envíos” option. Any issues or queries should be addressed to the journal email: revprode@unam.mx.

Articles submitted may not be simultaneously submitted to any other national or international publication, in printed or electronic format.

Once an article is accepted and prior to publication, the author must sign a letter transferring the rights of the work.

Before proceeding to arbitration, the article shall be reviewed by the Editorial Committee to determine its quality and suitability for publication. The author shall be informed of the outcome in no more than 20 calendar days.



II. Specific Guidelines



First.Upon submittal, the article must adhere to the following requirements: be presented in Microsoft Word format, on letter-sized paper, with standard margins, double spaced, justified and without additional spaces before and after paragraphs. The following fonts are suggested: 11 point Calibri, 11 point Arial, 10 point Lucida Sans Unicode, 12 point Times New Roman, 11 point Georgia or 10 point Computer Modern (normal).

The article should not include information that enables the affiliated insti-tution or author to be identified, including citations to previous works in the first person.



Second. Articles should not exceed 8 300 words including the abstract, tables, figures, footnotes and bibliography.



Third.The article should include an abstract of no more than 120 words in the paper’s original language, five relevant key words derived from the main body of the text (omitting names of countries or institutions) and at least threeJELclassifications. Problemas del Desarrollo. Revista Latinoamericana de Economía shall translate the abstract into English or Spanish.



Fourth.Where a mathematical structure is used in articles, the abstract should make explicit the economic issue the article is addressing, and the mathematical model used for this purpose. The assumptions and conclusions of the analysis should be expressed in both written and mathematical form.



Fifth.Figures and tables should relate to the content of the text and values be reflected in the text. Graphics must be numbered in the order in which they appear in the text and an indication should be given as to where they appear in the text. Graphics should be inserted into the text including the following: corresponding number and title in bold. Graphic foot notes: explanatory notes should be written in a 10 point font and include a credit or source, for example: author’s own or corresponding source. Abbreviations used should be clarified in a footnote beneath the figure or table.

Graphics should be self-explanatory, without the need to refer to the text for comprehension. They should be presented in grayscale, at a resolution of 300DPI, and in any of the following formats: .jpg, .tiff, or .eps. Graphics should be submitted in a separate file in the appropriate digital format. Where mathematical formulae are used, they should be presented in an editable format (not image).




Sixth.Footnotes should be inserted directly into the text and should not be more than a couple of lines long, rather than paragraphs of text, unless absolutely necessary, so that they appear on the relevant page.



Seventh.Where textual citations are included, they should appear in the following way:



1) Large citations: maximum length of 200 words, should appear after a 0.5 inches indent in an independent paragraph, not in italics.

2) Short citations: of less than 40 words should appear in quotation marks inserted into a paragraph of text. A paragraph should not start with a short quote, rather the quote should be put in context.



Eighth. When a citation is used from a corporate author (institution, organization, etc.) the name should appear in full the first time it is used, followed by the acronym:

(Secretaría de Educación Pública [SEP], 2018, p. 38)



From the second mention, the name should appear as follows:

(SEP, 2018, p. 38)



Ninth. Bibliographic citations should be presented in the text in parentheses and a clear, complete reference provided in the bibliography at the end of the work.



	1)	Citations in the text should be presented in the following way: the surname of the author in parentheses and the year of publication, for example:



(Blancas, 2015)



	2)	Where more than two authors are cited in the text, the authors should be listed in the following way: the surname of author one and author two in parentheses, then the year of publication, corresponding to the final reference, for example:

	




(Giraldo and Fernández, 2016)




	3)	Where more than two authors are cited, the abbreviation et al. should be used after the first author’s surname, from the first mention in the text; for example:



(Giraldo et al., 2016)

	

	However, the final reference should include the complete surnames and abbreviations of all the authors





	4)       	If two or more works are cited in the bibliography by the same author and these were edited in the same year, each should be differentiated with the letters a, b, c etc., for example:



(Giraldo, 2016a)



	5)	Where a direct quote is included, the page numbers should be indicated after the year followed by the abbreviation pp. For example:

	




(Giraldo, 2016, pp. 48-49)



	6)	Where secondary sources are used with the focus being on the author, the citation should appear as follows:

	




Rosales (2001, as cited in López and Hurtado, 2015)



	7)	Where secondary sources are used with emphasis on the page number, the citation should appear in the following way:

	




(Rosales, 2001, as cited in López and Hurtado, 2015, p. 21)



Tenth.All articles should include a bibliography of references at the end of the work, ordered alphabetically and chronologically (from oldest to newest publication), taking care not to omit any other references used in the paper.



1) Books



Books should be listed as follows: (a) surname of the author or complete name of the institution; (b) initials of first name of author or acronym/initialism of institution which should correspond to the initials used in the text; (c) the year of publication in parentheses; (d) the title of the work in italics; (e) publisher. If the publication is a classic or has several editions, we recommend the year of the first publication is referenced at the end.



Rosales, I., López, A. and Morales, M.J. (2014).Conceptos básicos de Biología. Editorial Plaza Porrúa.



Shakespeare, W. (2004).Hamlet(J. M. Valverde, ed. and trad.). Planeta. (Original publication 1969).



2) Book chapters



Book chapters should be listed as follows: (a) author/s of the chapter by surname or complete name of the institution; (b) initials of first names or acronym/initialism of institution corresponding to initials used in text; (c) year of publication in parentheses; (d) chapter or entry title; (e) followed by the word “In” followed by the author’s abbreviated name and surname; (f) whether responsible as editor, coordinator, etc., with corresponding abbreviation in parentheses; (g) title of the book in italics; (h) pages consulted in parentheses; (i) name of editorial, for example:



García, L. and Álvarez, S. (2014). De campesinidades, resistencias y tensiones en la construcción de economías para la vida. El caso del Semillero de Quimilioj. In B. Marañón Pimentel (coord.),Descolonialidad y cambio societal. Experiencias de solidaridad económica en América Latina(p. 34). UNAM-IIEc.



3) Journal articles



Journal articles should be listed as follows: (a) author/s surname or full name of the institution; (b) initials of author’s first name or acronym/initialism of institution corresponding to initials used in text; (c) year of publication in parentheses; (d) article title; (e) name of the journal in italics; (f) volume and number in italics.



Rodríguez, V. (2015). Límites de la estabilidad cambiaria en Mexico.Problemas del Desarrollo. Revista Latinoamericana de Economía, 46(181).



4) Articles with DOI (Digital Object Identifier)



Articles with doi should begin with (a) the author’s surname or complete name of the institution; (b) initials of author’s first name or acronym/initia-lism of institution corresponding to initials used in text; (c) year of publication in parentheses; (d) title of the article; (e) journal name in italics; (f) number and volume in italics; (g)DOI.



Álvarez, A. M. (2016). Retos de América Latina: Agenda para el Desarrollo Sostenible y Negociaciones del siglo XXI.Problemas del Desarrollo. Revista Latinoamericana de Economía, 47(186). http://dx.doi.org/10.22201/iiec.20078951e.2016.186.55886



5) Articles without DOI



Álvarez, A. M. (2016). Retos de América Latina: Agenda para el Desarrollo Sostenible y Negociaciones del siglo XXI.Problemas del Desarrollo. Revista Latinoamericana de Economía, 47(186). Recovered from: https://www.probdes.iiec.unam.mx/index.php/pde/article/view/55886



Note: Electronic references, where the source may not be permanent or readily consulted, should not be included in the list of references consulted.



6) Report from a government agency or organization



Reports should begin with (a) the author’s surname or full name of the insti-tution; (b) initials of author’s first name or acronym/initialism of ins-titution corresponding to initials used in text; (c) year of the publication in parentheses; (d) report title; (e) series in parentheses, where applicable; (f) government office or organization that issued the report; (g) web page consulted.



Concha, T., Ramírez, J.C. and Acosta, O. (2017). Tribulación en Colombia: reformas, evasión y equidad. Working Paper. (Estudios y Perspectivas Series 35). Oficina de la Comisión Económica para América Latina y el Caribe en Bogotá. http://bit.ly/34oLur0



Note: where the author/s of a document are not known, the full name of the institution should be included in place of the author name.



7) Legal references



A basic system of reference should be used, beginning with (a) the complete name of the organization or issuing authority; (b) date of issue in parentheses (year, day and month); (c) title or complete name of the law or regulation in italics; (d) date of publication where filed; (e) website to consult.



Congreso de los Estados Unidos de Colombia (1873, May 26).Ley 84 de 1873. Código Civil de los Estados Unidos de Colombia. Official Journal no. 2867. http://bit.ly/2Ny4HA0



8) Online resources



Resources taken from the internet should be cited according to their format. The date the article is consulted should only be included if the content has no publication date or date of update.



8a) Online books



Del Valle, M. C. (2016).América Latina: su arquitectura financiera. http://www.iiec.unam.mx/publicaciones/libros_electronicos/am%C3%A9 rica-latina-su-arquitectura-finanicera



8b) Research or theses



These should be presented in the following way: (a) author or authors by surname; (b) abbreviated name of author or authors, (c) the year of publication in parentheses; (d) thesis title in italics; (e) Undergraduate, Masters or Doctoral thesis and name of the institution in parentheses; (f) source or database.



Espinosa, G. (2018).La inflación y el crecimiento económico en México. Consideración del umbral inflacionario y simultaneidad, 1993-2017[Masters Thesis, Colegio de la Frontera Norte]. https://www.colef.mx/posgrado/wp-content/uploads/2018/10/TESIS-Espinosa-Tapia-Gilberto.pdf



8c) Online press articles



Herrera, E. (October 28, 2019). La economía no va mal, pero el agro sí.Razón Pública. https://bit.ly/2WxhuXv



8d) Webpages



Instituto Nacional de Estadística y Geografía (INEGI) (2012). Tabulados e indicadores de ocupación y empleo, Nacional, IV Trimestre. http://www.inegi.org.mx



Eleventh. These guidelines must be complied with from the point the original text is submitted. Accepted articles will be edited and proofread. Publication is subject to availability of space in each journal issue. Under no circumstances will originals be returned to the author, nor does the journal accept responsibility for them.



Twelfth.The Problemas del Desarrollo. Revista Latinoamericana de Economía Editorial Committee reserves the right to change the titles of articles for publication.





Note: Any matter not covered by these publication guidelines will be resolved by the Editorial Committee. 
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Table 6. Distribution (%) and average total value (in USS million) of trade between Brazil and selected regions according o BEC: 2019-2023

Fconomic category World ASEAN ASIA AFR NA MERC SA 11 EUR
Exports
Capifal 5 15 0.6 6.3 124 12.6 15 28 44
Intermediafe 67.3 63.6 721 62.3 65.3 60.9 448 69.9 778
Consumption 131 6.5 8.5 26.2 11.6 225 249 9.8 14.8
Fuel and Energy 14.6 283 18.7 5.2 10.7 4 15.3 175 3
Not Specified 0 0 0 0 0 0 0 0 0
Total (USS million) 276 991 18732 119229 10161 42060 17 894 16 414 38267 10950
Imports
Capifal 12.2 1.1 144 0.6 121 17.1 0.4 15.1 7.4
Intermediate 62.7 76.8 72.2 60.7 57.3 45.5 56.8 62.7 66.8
Consumption 121 10.8 1.1 29 6 235 15.7 18.7 14.6
Fuel and Energy 128 13 2.3 35.8 245 139 271 3.4 11.2
Not Specified 0.1 0 0 0 0.1 0 0 0.2 0
Total (USS million) 215 505 8996 73490 61282 46226 15915 9124 38 642 13 456

Source: own elaboration based on data from COMEXSTAT (https: / /comexstat.mdic.gov.br/pt /home).
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Table 5. Top 3 main manufactured products imported by Brazil per origin: 2019-2023

Origin Ist Position 2nd Position 3rd Position
Product % Product % Product %
World ~ Chemical 21.8 Computers, electronics 111 Machinery and 9.3
and optical equipment n.c.
ASEAN  Computers, electronics ~ 34.8 Chemical 8.2 Rubber and 7.6
and optical plastic
ASIA Computers, electronics 245 Chemical 19.2 Machinery and 10.7
and optical equipment n.c.
AFRICA Chemical 40.1 Basic metals 1.7 Coke and refined 1.2
petroleum
NA Chemical 235 Coke and refined 19.1 Other transport 10.8
petroleum vehicle
MERC ~ Motor vehicles, frailers ~ 30.0 Food 14.1 (hemical 7.4
and semi-railers
SA Basic metals 21.7 Food 16.1 Coke and refined 6.7
petroleum
£U Chemical 19.2 Machinery and 16.6 Pharmaceutical 12.7
equipment n.c.
EUR Chemical 4.7 Coke and refined 11.3 Pharmaceutical 8.4

petroleum

Source: own elaboration based on data from COMEXSTAT (https: / /comexstat.mdic.gov.br/pt/home).
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